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ABSTRACT

The Muon Ionization Cooling Experiment (MICE) located at Rutherford Ap-

pleton Laboratory in the U.K. has demonstrated muon ionization beam cooling for

the first time. A beam of muons in MICE is produced from high-energy proton

beam collision with a fixed target, generating pions which in turn decay into muons.

Pion-decay muons, thus, are tertiary particles and, as a result, occupy a large vol-

ume in position–momentum phase space. To fit the muon beam into smaller and

more cost-effective accelerating devices, muon beam phase–space volume needs to

be reduced (beam cooling). Ionization beam cooling, which before MICE has never

been demonstrated experimentally for muons, is the only technique fast enough to

be used for muons within their short lifetime. Ionization cooling occurs when muons

traverse an absorbing material and lose momentum through ionization energy loss.

The cooling effect in MICE is measured using two scintillating-fiber tracking detec-

tors. These trackers, one upstream and one downstream of the absorber, reconstruct

and measure the position and momentum coordinates of each muon. Given the pre-

cision MICE needed to demonstrate beam cooling, it is necessary to develop analysis

tools that can account for any effects that may lead to inaccurate measurement of

cooling, such as non–linear effects in beam optics. Non–parametric density estima-

tion techniques, such as kernel density estimation (KDE), provide a basis for creating

analysis tools that are robust against these effects, directly calculating the muon

beam phase-space density and volume for demonstrating beam cooling. This thesis

focuses on the application of KDE to the measurement of beam cooling in MICE.

The KDE technique is validated using known distributions and is applied to sim-

ulated and experimental MICE data corresponding to the various magnet, optics,

and absorber configurations. Using the KDE technique, muon beam cooling in the

four–dimensional transverse phase space, as well as reverse emittance exchange using

MICE data have been demonstrated.
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CHAPTER 1

THE PHYSICS CASE: NEUTRINO FACTORY AND MUON COLLIDER

1.1 Motivation: Understanding the Smallest Scale

What are the underlying building blocks that make up our universe? Attempts

have been made to answer this fundamental question, its answer having evolved from

the four elements of air, earth, fire, and water first specified by the 4th century B.C.

Greek philosopher Empedocles (490–430 B.C.) to the elementary particles that have

been studied since the discovery of muons (elementary particles central to this thesis)

by Carl D. Anderson and Seth Neddermeyer in the 1930s. Today, the elementary

particles are understood to be the most fundamental constituents of matter: quarks

(making up protons and neutrons), leptons (e.g., electrons), gauge bosons (carriers

of fundamental forces), and the Higgs boson. They are known to interact via the

four fundamental forces of gravity, the strong force (responsible for holding the nu-

cleons together), the weak force (responsible for the radioactive decay of an unstable

nucleus), and electromagnetism. To model the fundamental laws of nature in the

context of these elementary particles, a theory known as the Standard Model (SM)

of particle physics has been developed. Figure 1.1 displays the elementary particles

and their classification within the SM.

Although the SM has been successful in predicting the existence of numerous

particles prior to their discovery (e.g., top quark, Higgs boson) and explaining most

experimental observations and natural phenomena, it is still a work-in-progress, in-

capable of explaining certain phenomena such as neutrino oscillation (Section 1.2),

dark matter and dark energy, and the matter-antimatter asymmetry in the universe.

These phenomena can be explained if an extension is implemented in the SM (be-
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Figure 1.1. The standard model of particle physics.

yond the SM, or BSM), and understanding them requires more powerful experiments

capable of probing the elementary particles and their properties more precisely. Ex-

amples of such experiments are a neutrino factory (NF) [1] probing the neutrino

sector (Section 1.3) and a multi-TeV muon collider (MC) [2] searching for answers

to the main questions in particle physics (Section 1.4). Chapter 2 covers the Muon

Ionization Cooling Experiment (MICE), which is the proof-of-principle experiment

for these future facilities.
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1.2 Neutrino Physics: A Brief History and Introduction

The discovery of radioactivity1 by Henri Becquerel in 1896, followed by Ruther-

ford’s classification of the beta decay (β–decay)2 in 1899, laid the foundation for the

discovery of neutrinos. In 1914, James Chadwick observed that the energy distribu-

tion in β–decay has a broad and continuous spectrum as opposed to a sharp peak;

this was a conservation of energy problem and was suggestive of an undetected par-

ticle, with a minimal mass and no electric charge, responsible for taking away part

of the energy in the decay process. This undetected particle, named a neutron at

the time, was first postulated by Wolfgang Pauli in 1930 as a “desperate remedy”

to the conservation-of-energy problem in the β–decay process [3]. In 1932, however,

following James Chadwick’s discovery of the more-massive neutron (a constituent of

the nucleus), Pauli’s neutron was renamed “neutrino” by Enrico Fermi, who followed

Edoardo Amaldi’s first use of the name.

Neutrinos can be detected only via the neutral current (by means of Z boson

exchange) or charged current (by means of W boson exchange) weak interaction.3

They are the only elementary particles that are detectable via only one of the funda-

mental forces (weak interaction). As a result, they were not discovered for another 25

years after their postulation by Pauli [4]. Frederick Reines and Clyde L. Cowan, Jr.

believed that they could prove the existence of neutrinos via inverse β–decay, a reac-

tion in which electron anti-neutrinos (the antiparticle of the electron neutrino) scatter

off protons and produce neutrons and positrons (positively charged antiparticles of

1Radioactivity is the process by which an unstable nucleus decays, emitting,
e.g., an electron, He nucleus, or photon.

2Beta decay is the process by which an unstable nucleus decays and emits an
electron.

3Weak interaction or force is the mechanism behind the radioactive decay of an
unstable nucleus.
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electrons),

ν̄e + p→ e+ + n. (1.1)

The positrons from Equation 1.1 (e+) would then annihilate with electrons, leading

to the production of two photons (γ),

e+ + e− → 2γ, (1.2)

while the neutrons from Equation 1.1 (n) would be captured by the nucleus, a process

that is typically delayed by several microseconds (delayed coincident event). An

example of such an interaction is neutron capture by the 108Cd (cadmium) nucleus,

which leads to γ production,

n+108 Cd→109 Cd∗ →109 Cd + γ (1.3)

(109Cd∗ is an excited state of 109Cd).

Reines and Cowan searched for a neutron capture signal and were able to prove

the existence of (anti)neutrinos in 1956. They used a nuclear reactor as their neutrino

source, and their initial experimental setup consisted of a tank of liquid scintillator

mixed with CdCl2 (cadmium chloride), surrounded by photomultiplier tubes (PMTs).

This initial design, placed at the Hanford site located in the state of Washington,

suffered from a significant cosmic-ray background. To shield against cosmic rays, the

experiment was relocated to the Savannah River site located in the state of South

Carolina, 12 meters underground. The experiment adopted a new design at its new

location and consisted of tanks of water-cadmium chloride solution as the interacting

medium, sandwiched between tanks of liquid scintillator, surrounded by PMTs. With

the new experimental setup, Cowan and Reines observed three delayed coincident

events per hour [5], a clear sign of the inverse β–decay, and hence of the existence of

the electron antineutrino (Fig. 1.2). The Cowan–Reines neutrino experiment was the

first to detect the neutrino directly. Further experimental searches followed Reines
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Figure 1.2. Schematic diagram of the physics behind the Cowan–Reines neutrino detec-
tion, demonstrating the electron-positron annihilation and the neutron thermalization in
CdCl2–liquid scintillator solution [6].

and Cowan’s discovery, including the experiments that led to the discoveries of the

muon neutrino, νµ, by Leon Lederman, Melvin Schwartz, and Jack Steinberger at

Brookhaven National Lab in 1962 [7], and the tau neutrino, ντ , by the DONUT

collaboration at Fermilab in 2000 [8].

Neutrinos are produced in weak interactions, either with or absorbed to give,

a charged lepton. According to the SM, there are three neutrino flavor eigenstates:

the electron neutrino, νe, named after the electron (e); the νµ, named after the muon

(µ); the ντ , named after the tau (τ) (Fig. 1.1). In general, within the SM there are

six known quark flavors (up, down, top, bottom, charm, and strange) and six known

lepton flavors (e, µ, τ , νe, νµ, and ντ ) as shown in Figure 1.1). In addition to flavor

states, neutrinos are characterized by their mass eigenstates (ν1, ν2, ν3). The neutrino

mass and flavor states are related via a mixing matrix known as the PMNS matrix
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(Pontecorvo–Maki–Nakagawa–Sakata), U [4]. The flavor eigenstates, α, are written

as quantum superpositions of mass eigenstates, i, using the elements of the PMNS

matrix, U ,

|να〉 =
∑
i

U∗αi |νi〉 , (1.4)

where ∗ represents the complex conjugate. Similarly, the mass eigenstates, i, are

written as superpositions of flavor eigenstates, α,

|νi〉 =
∑
i

Uαi |να〉 , (1.5)

where |να〉 is a neutrino with a definite flavor (νe, νµ, ντ ) and |νi〉 a neutrino with a

definite mass, mi (i = 1, 2, 3). An example is the electron neutrino, νe:

|νe〉 = U∗e1 |ν1〉+ U∗e2 |ν2〉+ U∗e3 |ν3〉 (1.6)

The PMNS matrix, U , derived in [4], has the following form:

U =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3



=


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s13s23e
−iδ c12c23 − s12s13s23e

−iδ c13s23

s12s23 − c12s13c23e
−iδ −c12s23 − s12s13s23e

−iδ c13c23


,

(1.7)

where cjk = cosθjk and sjk = sinθjk (subscripts j and k represent two different

mass states). In Equation 1.7, θjk denotes the mixing angle4 and δ the CP violating

phase. CP violation is the violation of the combined charge conjugation symmetry5

4The mixing angles indicates how different the flavor eigenstates are from the
mass eigenstate.

5In particle physics, symmetry exists when certain particle properties (e.g., in
coordinates or charge) remain invariant under certain transformations.
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(transforming a particle to its antiparticle by changing its charge) and parity sym-

metry (transforming one spatial coordinate to another via a change in its sign). It

is important as it can tell us why the universe, as it is today, is matter-dominated

(as opposed to having an equal amount of matter as antimatter); this is known as

matter–antimatter asymmetry. Quarks have been observed to violate CP; however,

the question of leptonic CP violation (LCPV) is still open. Neutrino flavor oscillation

(explained below) is one of the ways in which LCPV can manifest itself.

The existence of a mixing matrix is an indication that the neutrinos would

change flavor as they propagate through space. As highlighted by Equation 1.4, in

the three-flavor neutrino mixing, a neutrino with a definite flavor is written as a linear

combination of three different mass states. Therefore, when a neutrino is produced

at the source6 it will arrive to the detector with a different phase,

|νi(t)〉 = e−i(Eit) |νi(0)〉 , (1.8)

where Ei is the energy corresponding to the mass eigenstate i and t the time it takes

the neutrino to travel from the source to the detector. By the time the neutrino

reaches the detector, the mass states have different relative phases than those mass

states at the source (νi(0) in Equation 1.8). Therefore, at the detector, a different

flavor state, not present in the beam to begin with, is detected. This is indicated in

the relation below (obtained by substituting Equation 1.8 into Equation 1.4):

|να(t)〉 =
∑
i

U∗αie
−i(Eit) |νi(0)〉 . (1.9)

Namely, a neutrino changes flavor while traveling from a source to a detector because

of the different energies of its mass states,

Ei =
√
p2 +m2

i , (1.10)

6Current experiments are unable to resolve the mass states; otherwise, it would
have been possible to closely follow each mass state as it propagates from the source
to the detector.



8

where p is the neutrino momentum. The probability of detecting a different neutrino

flavor some distance away from the source is called the oscillation probability; as an

example, for a two-flavor oscillation from νµ to νe, the probability that a νµ at the

source changes to a νe a distance L from the source is [4]:

P (νµ → νe) = |〈νe(t)|νµ〉|2

=

∣∣∣∣∣∑
i

U∗µie
−i(Eit) 〈νe(t)|νi(0)〉

∣∣∣∣∣
2

=

∣∣∣∣∣∑
i

U∗µie
−i(Eit)U∗ei 〈νı(t)|νi(0)〉

∣∣∣∣∣
2

=

∣∣∣∣∣∑
i

U∗µie
−i

(
p2+

m2
i

2E

)
t
U∗ei

∣∣∣∣∣
2

=

∣∣∣∣∣∑
i

U∗µie
−i

(
p2+

m2
i

2E

)
L/c
U∗ei

∣∣∣∣∣
2

= 2 sin2(2θ13) sin2(θ23) sin2

(
1.27∆m2

32

L

E

)
,

(1.11)

where θji is the mixing angle, ∆m2
ji, the mass-squared difference, and E the (total)

neutrino energy (in the approximation that mi � Ei ≈ E, energy associated with

mass eigenstate i, Ei is equal to p+
m2
i

2E
). For non-zero mixing angle, θji, and mass-

squared difference ∆m2
ji, there is a non-zero probability that the νe with an energy E

will change to a νµ a distance L from the source (Equation 1.11). The mass-squared

difference in the case of two-flavor oscillations would be the difference between the

two mass states, ∆m2
ji = m2

j −m2
i . For neutrino oscillation to take place, not only

must one of the masses be nonzero, it is the nonzero mass-squared value that allows

the relative phases between the two mass states to differ. Current experiments can

measure the mass-squared difference, but they cannot measure the absolute mass

values of each of the mass states – a crucial step in figuring out the sign of ∆m2
31 and

resolving the neutrino mass hierarchy (NMH) problem (Fig. 1.3).7 Currently, there are

7The neutrino mass hierarchy is the question of how the mass states are ordered.
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Figure 1.3. Mass hierarchy as illustrated for the two different cases of normal hierarchy
(left) and inverted hierarchy (right). The terms ∆m2

atm ≈ |∆m2
31| ≈ |∆m2

32| and ∆m2
sol ≈

∆m2
21 are the atmospheric and solar mass-squared splittings, respectively [10].

two possibly allowed mass orderings, and choosing one over the other has significant

theoretical consequences. One mass hierarchy hypothesis is that the mass state ν1 or

m1 has the largest value while m3 has the smallest value. Because this resembles the

mass ordering of the charged leptons, it is denoted as the normal hierarchy. In the

second hypothesis, known as the inverted hierarchy, m3 has the smallest value and

m2 the largest value (Fig. 1.3). The ultimate goal of the neutrino experiments is to

formulate the SM such that the observed neutrino masses and mixing parameters are

understood, and the mass hierarchy is a crucial part of that understanding.

Neutrino flavor oscillation was first proposed by Bruno Pontecorvo in 1957,

and the first experiment to search for it was the Homestake experiment, located at

the Homestake Gold Mine in Lead, South Dakota, and led by Raymond Davis, Jr.
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(1967). Davis [11] placed a tank of perchloroethylene, C2Cl4 (dry-cleaning solution),

1.5 km underground to look for the νe from the sun (solar neutrino). The νe interacted

with the chlorine (37Cl) to produce 37Ar and an electron,

νe +37
17 Cl→37

18 Ar + e−, (1.12)

where 37Ar is an unstable isotope that after undergoing electron capture decays back

to 37Cl. The 37Ar atoms were removed from the solution and counted. From the 37Ar

count, the flux of the solar νe’s was determined; however, the measured νe flux was

consistently about 1
3

(2.5 × 10−36 neutrino interactions per target atom per second)

of the νe flux expected from the solar model (8.1 × 10−36 neutrino interactions per

target atom per second). This νe deficiency, known as the “solar neutrino problem”,

caused some skepticism among the physicists concerning the validity of the standard

solar model. Only after three decades of careful work, the standard solar model and

Davis’ experimental results were confirmed to be valid. The experiment following

the Homestake experiment was the Kamioka Neutrino Detection Experiment II or

Kamiokande–II [12] located in Mozumi Mine in Hida’s Kamioka area in Japan. It used

50-ktons of water Cherenkov as a detector medium.8 The main detection mode was

the elastic scattering of electron neutrinos off of the atomic electrons, νe+ e→ νe+ e.

The electrons resulting from this interaction produced a cone of Cherenkov radiation

recorded by the PMTs. The recorded energy and direction of the scattered electrons,

as well as the orientation of the Cherenkov ring, was then used to verify that the

neutrinos were indeed coming from the sun. In 1989, Kamiokande–II [12] confirmed

the same solar νe deficiency as the Homestake experiment. The GALLium Experiment

or GALLEX [13], at Laboratori Nazionale del Gran Sasso in Gran Sasso, Italy, and the

Soviet-American Gallium Experiment, or SAGE [14] at Baksan Neutrino Observatory

8Cherenkov detectors are based on the Cherenkov mechanism where particles
moving faster than the speed of light in the detector medium emit Cherenkov radia-
tion.
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in the Caucasus mountains in Russia were among the next set of experiments that

were able to confirm the same deficiency in the solar νe flux. Both GALLEX and

SAGE [13, 14] used Gallium as the detection medium to detect the solar neutrinos.

The reaction mode of interest was the inverse β–decay:

νe +71 Ga→ e− +71 Ge, (1.13)

where the 71Ge (Equation 1.13) was extracted and its decay rate (half-life of 11.43

days) counted. With each decay corresponding to a νe capture, the solar νe capture

rate was measured to be only 1/3 of the predicted rate, confirming the experimen-

tal results of the Homestake and Kamiokande–II experiments. In 2001, the Sudbury

Neutrino Observatory, or SNO, experiment located in Creighton Mine near Sudbury,

Ontario in Canada came online; it used heavy water (D2O) as detector medium

with added salt in a later phase of the experiment. The experiment was designed to

measure solar neutrino flux via two interaction modes: charged–current, or CC, inter-

action: νe+d→ e−+p+p and neutral–current, or NC, interaction: νx+d→ νx+n+p.

It was therefore sensitive to all neutrino flavors and could clearly distinguish between

the neutrinos produced in NC and CC interactions; this enabled the experiment to

measure the ratio of the fluxes of νe to νx. From this measurement, the SNO experi-

ment concluded that the electron neutrinos were changing flavors traveling from the

sun to earth [15]. At the same time, the Super-Kamiokande (upgraded Kamiokande–

II) experiment, in addition to precisely measuring the flux and energy of the solar

neutrinos [16], was studying the atmospheric neutrinos. The observation was that

the upward-moving (produced on an opposite side of the earth) νµ flux was half that

of the downward-moving νµ. This could only be explained if the νµ were changing

into a different flavor (one that cannot be detected in the experiment) while traveling

from one side of the earth to the other [17]. The Super-Kamiokande and SNO results

combined confirmed that the solar neutrino problem is due to an underlying neutrino

property known as neutrino oscillation and that the standard solar model is correct.
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The neutrino oscillation phenomenon is important because it shows that neu-

trinos have a non-zero mass, which is in contradiction with the SM assumption that

neutrinos are massless. As a result, neutrino oscillation is considered a BSM phe-

nomenon that needs to be studied with high precision; this includes measuring oscil-

lation parameters from Equation 1.11 such as θjk and ∆m2
jk. The ratio of the distance

to the neutrino energy, L
E

in Equation 1.11, can be controlled experimentally; for the

same ∆m2
jk and θjk, the location of the detector and the energy spectrum can be ad-

justed so that the experiment is maximally sensitive to these oscillation parameters.

The neutrino factory is a proposed facility capable of delivering neutrino beams of

unprecedented intensity and purity, with sub-percent neutrino flux uncertainty [18].

1.3 Neutrino Factory

Conventionally, neutrinos from accelerator facilities are produced from pion

decay (π− → µ− + ν̄µ or π+ → µ+ + νµ) via the interaction of a proton beam with a

fixed target (e.g., p + p → p + p + π+ + π− or p + p → p + n + π+). In a neutrino

factory (NF), however, the aim is to produce neutrinos via the decay of muons from

pion decay (i.e., µ− → e−+ ν̄e + νµ and µ+ → e+ + νe + ν̄µ). This leads to a neutrino

beam with 50% ν̄e and 50% νµ. In addition, since muon decay can be measured

precisely, the energy spectrum and flux of the neutrino beam are known to better

than 1% (compared to the current neutrino flux uncertainties of about 5% [18]). A

schematic diagram of a NF is shown in Figure 1.4. There is a challenge with using

muons for producing neutrinos: the pion-decay muons are tertiary particles, forming

a diffuse beam (with a large volume). To avoid the high cost of building a large-

aperture accelerating structure, the beam size needs to be reduced. Beam cooling

is the process of reducing the beam phase-space volume. As a result, the NF front

end (Fig. 1.5) has a designated cooling section. The latest NF [1] design consists of

a proton driver, target, buncher (forms bunches of charged particles), phase rotation
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section (for reducing the energy spread of the beam), and the cooling section.

At the front end of NF (Fig. 1.5), the “proton driver” can deliver a proton

beam power of up to 4 MW (equivalent to 3.3×1015 protons on target),9 kinetic energy

up to 15 GeV,10 and a repetition frequency up to 50 Hz (how often beam pulses are

generated at the source). The proton beam then interacts with a liquid-mercury jet

target [19], producing pions. The pions are transported to a solenoid decay channel (a

solenoid magnet is used to contain the pions decaying into muons and the pion-decay

muons and increase the muon production rate) in which they decay into muons. The

muons are collected into bunches up to 3 ns in length using radio-frequency (RF)

cavities11 in the buncher. Before entering the buncher, unwanted particles (such as

protons) are removed in the chicane.12 High-energy bunches are decelerated, and

low energy bunches accelerated, in the phase rotator to do a phase-energy rotation

of the collection of bunches. The pion-decay muons occupy a large phase-space vol-

ume, and in order to inject the muons into the accelerating structure efficiently, their

phase-space volume needs to be reduced (“cooled”). The cooler section performs

the beam cooling. The R&D experiment that has tested a prototype of a cooling

section is the Muon Ionization Cooling Experiment, MICE [20]. The cooled beam is

transported into a linear accelerator followed by a fixed-field alternating-gradient ring

(an accelerating structure with a large aperture, capable of rapidly accelerating the

9Beam power is the product of the particle energy with the beam current.

10One electron volt (eV) is the kinetic energy of an electron accumulated across
a potential difference of 1 volt.

11A radio-frequency cavity is a metallic cavity used to accelerate and manip-
ulate charged particle beams using electromagnetic waves that resonate inside the
cavity. The field oscillates, and once in synch with an incoming charged particle, can
accelerate the particle.

12A chicane is a bent solenoid channel that can be used to transmit part of the
beam energy spectrum.
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Figure 1.4. Schematic design of a neutrino factory [1].

Figure 1.5. Front end of the NF in one of its proposed designs [1].
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Figure 1.6. Expected precision for the measurement of the CP-violating phase, δ, at var-
ious present and future neutrino facilities [23]. The International Design Study for the
Neutrino Factory (IDS-NF) demonstrates the best precision for the measurement of the
CP-violation.

particles) [21]. The muon storage ring is the ultimate destination where the muons

are stored and decay into the desired neutrino beams.

Because of the high-intensity neutrino beam in the NF, the measurement of

θ13 using the NF can reach a precision of 1.5%. In addition, the CP-violating term, δ,

and ∆m2
31 can be measured to precision of 5◦ and 5%, respectively [18, 22] (Fig. 1.613).

13“2020” is the combined NOvA and T2K oscillation analysis done by the year
2020, “ESSνSB” is the 500 kt water Cherenkov detector to be placed at the European
Spallation Source, ESS facility in Lund, Sweden, “LBNE10” is the first stage of the
Fermilab-based Long Baseline Neutrino Experiment, LBNE is the former name of
the current Deep Underground Neutrino Experiment, “LBNE+PX” is the upgrade
of the first LBNE stage, “HyperK” is the Hyper–Kamiokande experiment in Japan,
“LBNO EoI”, the Long Baseline Neutrino Observatory Expression of Interest is a 20
kt Liquid Argon, LAr detector to be placed 2300 km from CERN, “NuMAX” is the
low–luminosity neutrino factory from the decay of 5 GeV muons, and “IDS-NF” is
the International Design Study-Neutrino Factory design.
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1.4 Muon Collider

In recent years, several LHC successors14 capable of surpassing the LHC center

of mass collision energy have been proposed. The way a higher energy collision unveils

new physics is via two main principles: the first one is the Einstein mass–energy

equivalence principle which states that the mass of a particle produced upon collision

is proportional to the energies of the colliding particles, with the square of the speed

of light as the proportionality constant. Most sought-after elementary particles have

large masses (e.g., the top quark, Higgs boson, W and Z bosons, tau lepton, and charm

quark), and to produce them, the colliding particles should have enough kinetic energy

for conversion into mass upon collision. The second one is Louis de Broglie’s principle,

which states that a moving particle possesses a simultaneous wave characteristic,

and to reduce the particle’s wavelength (hence increasing the probing resolution),

its momentum (hence its energy) should be increased. These two principles are the

main reasons behind the race towards building a next–generation collider facility

that can achieve higher center-of-mass energies than the LHC. However, the higher

the energies of particles traveling in a collider ring, the harder it is to bend them and

keep them in orbit. One solution is to increase the fields in the bending magnets.15

The bending radius can be reduced with higher magnetic fields; however, bending

magnets capable of achieving such high fields are also more expensive. If the fields

are lowered to reduce the magnet cost, the bending radius becomes larger, and the

larger the bending radius (hence collider ring circumference), the higher the cost of

14The Large Hadron Collider (LHC) is a 27-km circumference collider facility
located outside Geneva, Switzerland; it collides beams of protons with the world-
record center-of-mass energy of 13 TeV and luminosity of 2.06 × 1034cm−2s−1. The
biggest LHC milestone was the discovery of the Higgs boson in 2012.

15A bending or dipole magnet has two iron poles that generate constant magnetic
fields and is used to steer a beam of charged particles.
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the collider facility. In addition, the higher the energy of a moving charged particle

for the same bending radius, the higher its energy loss due to synchrotron radiation.16

Therefore, synchrotron radiation is another limiting factor in achieving higher energies

in a collider. In addition to collision energy, luminosity also determines the physics

reach of a collider. The definition of instantaneous luminosity, L starts with the

number of events, N and the cross–section, σ:

N = σ

∫
L(t)dt, (1.14)

With bunched beams employed at today’s particle colliders, the collider luminosity

is defined as,

L = f
n1n2

4πσxσy
, (1.15)

where n1 and n2 characterize the number of particles in each of the two colliding

bunches, σx and σy are the root-mean-square (RMS) transverse beam sizes along the

horizontal and the vertical directions, respectively, and f is the collision frequency

(how often the bunches collide) [9]. Equation 1.15 can be rewritten in terms of the

beam emittances (beam phase-space area) εx and εy, and the smallest achievable beta

functions (the beam parameter representing the smallest achievable focusing of the

bunched beam at the interaction point), β∗x and β∗y [9],

L = f
n1n2

4
√
εxβ∗xεyβ

∗
y

. (1.16)

Equation 1.16 is used in assessing the performance of a future collider facility. Fig-

ure 1.7 demonstrates the luminosity reach of some of the future LHC successors.

Among the proposed future collider facilities are those that are aimed at ac-

celerating and colliding leptons, such as the future circular collider FCC-ee and muon

16Charged particles accelerating in a ring emit a form of electromagnetic radi-
ation known as synchrotron radiation. Synchrotron radiation is a crucial obstacle
faced when designing a next–generation high-energy collider. The energy loss due to
synchrotron radiation scales as the fourth power of the accelerating particle’s energy–
mass ratio.
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Figure 1.7. Luminosity per electrical power (power consumed by the collider facility) versus
center of mass energy for various proposed collider facilities [24, 25].

collider (also referred to as µ+µ− collider). The advantage of a lepton over a hadron

(a composite particle such as a proton) is that all of the center-of-mass energy is

available for particle production during the collision. This means more physics in-

formation can be extracted from the collision (e.g., µ+µ− → H or e+e− → ZH).

On the other hand, muons are about 207 times heavier than the electrons and thus

lose 109 times less energy through synchrotron radiation than electrons of the same

beam energy. For this reason, a µ+µ− collider can reach multi-TeV energies with a

substantially smaller ring than an e+e− circular collider (Fig. 1.7). The energy loss

through synchrotron radiation, U , per turn in a circular collider depends strongly on

the bending radius, ρ, and the velocity of the moving charged particle, βc [9],

U =
Cγβ

3E4
0

ρ
, (1.17)

where Cγ =
4πr0

3(mc2)3
(r0 is the classical radius of electron and is equal to

e2

4πε0mc2
) for

muon is 4.84 × 10−14 m

(GeV/c)3
and E0 is the nominal energy of the moving charged

particle [26]. In addition, because of the muon large mass, the direct “s-channel”
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Figure 1.8. Muon collider and neutrino factory schematic designs compared. The two
facilities can share the same complex and be built on the same experimental site [27].

Higgs-production rate is enhanced by a factor of about 40000 compared to the rate

in an e+e− machine, making it possible to scan the center-of-mass energy to measure

the Higgs-boson line shape directly [18]. Schematic diagrams of a muon collider and

a neutrino factory are shown in Figure 1.8. The muon collider and neutrino factory

share the same front end and, hence, can share the same complex and be built on the

same experimental site.

The muon production in a muon collider starts with the interaction of the

proton beam with a mercury target. The pions from this interaction are captured

inside a solenoid magnet known as a capture solenoid. The buncher and phase rotator

perform further beam “conditioning” and reduce the energy spread. The muons then

reach the ionization cooling channel. Because muons are tertiary particles (protons

interact with the target, producing pions that decay into muons), they form a beam

of large phase-space volume. To fit more muons into smaller cost-effective acceler-

ating apertures, the volume of the muon beam needs to be reduced. The process of
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reducing the beam phase-space17 volume is called beam cooling. The beam cooling

techniques such as electron cooling and stochastic cooling,18 however, are not fast

enough for muons because of the short muon lifetime. The only technique that ap-

plies to muons is ionization cooling [28], a beam cooling technique that reduces muon

beam phase-space volume via ionization energy loss of muons in the absorbing ma-

terial. The experiment that has demonstrated this technique is the Muon Ionization

Cooling Experiment (MICE). MICE employs a single cooling cell (containing one

absorber). For full six-dimensional cooling with re-acceleration, a typical ionization

cooling channel in a muon collider will have a few hundred cooling cells [29] (because

a muon collider requires O(106) reduction in six-dimensional emittance), with each

cooling cell consisting of an absorbing material sandwiched between RF cavities. The

ionization cooling channel is an indispensable component of a future muon collider,

and demonstrating muon ionization cooling is thus an essential R&D step towards

building both a future muon collider and neutrino factory.

In addition to muon production via pion decay, which starts from the inter-

action of proton beam with a target, it is possible to form a naturally cooled muon

beam via µ+µ− pairs created in electron–positron annihilation. The Low Emittance

Muon Accelerator (LEMMA) program is the R&D effort behind this alternative muon

production scheme [18, 30]. The idea is to collide a positron beam with energies just

above the µ+µ− production threshold with a stationary thin target. The collision

causes the positrons to annihilate with the atomic electrons of the target and as a

17A charged particle in a beam is characterized by three spatial and three mo-
mentum coordinates, forming an overall six-dimensional phase space. These coordi-
nates are referred to as phase-space coordinates.

18In electron cooling, electrons are injected into a charged particle beam, caus-
ing the beam to interact with the electrons coulombically and lose momentum. In
stochastic cooling, a feedback system sends electrical signals to the charged particle
beam to correct its angular and energy spread with respect to the design orbit [31].
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result, produce muon–antimuon pairs (e+e− → µ+µ−). The advantage of this pro-

duction scheme is that the muons form low emittance beams upon production (hence

rendering muon beam cooling at the front–end of the collider facility). The challenge

with using a muon collider scheme such as LEMMA is in the required muon rate and

luminosity [18, 30]. MICE is the required R&D effort for a proton-on-target pion-

decay muon collider scheme; however, a muon collider scheme based on LEMMA may

still require muon cooling for achieving the desired luminosity.
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CHAPTER 2

MUON IONIZATION COOLING EXPERIMENT

2.1 The Principle

One way of producing muons is to collide high-power protons with a target

to produce pions that then decay into muons. The muon beam formed this way has

a large phase-space volume. One way of measuring the beam phase-space volume

is to calculate a quantity known as beam emittance. Typical transverse19 emittance

of a highly diffuse muon beam has a range between 15π and 20π mm·rad [32, 33]

and the initial longitudinal emittance is typically around 170π mm·rad. The desired

muon beam transverse emittance in the neutrino factory has a range between 2π

and 5π mm·rad. A muon collider requires further cooling with a desired transverse

emittance of 0.025π mm·rad, and longitudinal20 emittance of 72π mm·rad [33] with

overall six-dimensional (6D) emittance reduction of O(106). Because of the muon’s

large mass and short lifetime, conventional cooling techniques such as synchrotron

radiation damping,21, and stochastic cooling cannot be used for a beam of muons.

Ionization cooling is the only beam cooling technique suitable for reducing the muon

beam emittance within the short muon lifetime [28]. The international Muon Ion-

ization Cooling Experiment, MICE (Figs. 2.1 and 2.2), is the first experiment that

19Transverse coordinates are along the plane perpendicular to the direction of
motion.

20Longitudinal coordinates are along the direction of motion. The transverse and
longitudinal phase-space coordinates are the locations and momenta of the particles
that deviate from the design trajectory.

21Synchrotron radiation damping is the process of reducing the beam phase-
space volume through synchrotron radiation energy loss.
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Figure 2.1. A 2016 photo of the Muon Ionization Cooling Experiment, MICE, in its final
configuration showing partial return yoke surrounding the upstream and downstream
Spectrometer Solenoid and Absorber Focus Coil modules.

has demonstrated this technique for muons. Ionization cooling in MICE occurs when

muons lose momentum via their interactions with the atomic electrons of the absorb-

ing material. There are two scenarios under which muons can lose energy as they

traverse matter: they can undergo a so-called “soft” inelastic collision, where the

collision impact parameter is much larger than the atomic Bohr radius. Under such

conditions, the atom goes into an excited energy state as it acquires energy from

the muon [9]. In addition, the muons can undergo a so-called “knock-on” collision;

this happens when the incoming muon energy is significantly larger than the electron

binding energy. In such conditions, the muon causes the atom to ionize via ejection

of a valence electron; this is the ionization energy loss process [9]. The Bethe–Bloch
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Figure 2.2. A 2015 photo of the Muon Ionization Cooling Experiment, MICE, in its final
configuration prior to the installation of the partial return yoke, showing the upstream
and downstream Spectrometer Solenoid and the Absorber Focus Coil modules.
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formula [9] is used in parametrizing ionization energy loss in material,

dE

dx
≈ Z

A
(0.307 MeV cm2/g)

q2

β2

[
1

2
ln

(
2mec

2β2γ2Tmax
I2

)]
, (2.1)

where A is the atomic mass number and Z atomic number of the absorbing material,

q the charge of the incident particle, I the characteristic material-dependent ioniza-

tion constant, Tmax the maximum energy transfer [9], βc the velocity of the incident

charged particle, me the mass of the electron, and γ the relativistic Lorentz term,

1√
1−β2

. The Bethe-Bloch relation describes the average rate of energy loss of charged

particles in material as a function of initial particle momentum. The reference mo-

mentum for cooling in MICE is around 200 MeV/c, which is near the minimum of the

ionization energy-loss in the dE/dx curve. The reason is mainly to find a compromise

between the heating effects of the “straggling tail” (further details below) at higher

momentum and the negative slope of the dE/dx curve below the ionization minimum.

Figure 2.3 [28] shows the rates of muon energy loss in various materials. The energy

loss decreases rapidly as the particle momentum increases and reaches a minimum

value for muons with momentum around 0.3 GeV/c (minimum ionizing). Above this

momentum value, muons enter the region of relativistic rise, where the energy loss

increases more slowly [9].

In addition to the ionization energy loss process, elastic collisions with the

atomic nuclei can occur. Given the larger mass of the atomic nucleus compared

with the incident muon, this process causes very small energy loss. However, it is the

driving force behind the scattering of muons at small angles [9]. This process, referred

to as multiple Coulomb scattering, changes the muon trajectory multiple times as it

traverses material, and as a result, the muon exiting the material forms an angle θ0

with the initial trajectory (Fig. 2.4 [9]).

There are generally two ways of describing the motion of a charged particle
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Figure 2.3. Ionization energy loss rate vs. the muon momentum [9].

Figure 2.4. Effect of multiple scattering on the particle track as it travels a distance x
through material [9].
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in an accelerating structure or a storage ring:22 collectively, using beam envelope

equations or individually, using a single–particle approach. In addition, two types

of trajectories exist: either a design (also known as a reference) trajectory as shown

in Figure 2.5 or a trajectory that deviates from the design trajectory. Since the

motion along the reference trajectory is well–understood, what follows below focuses

on explaining the motion of the “non–reference” trajectory.

In a single–particle approach, the motion of a beam of charged particles is

typically described using the phase–space coordinates (x, px, y, py, t, E) (where t is the

time of flight relative to that of the reference particle, E the energy relative to that

of the reference particle, and px(y) the momentum coordinate in the x(y) direction)

or the trace–space coordinates (x, x′, y, y′, t, E) (where x′ = px
p0

, y′ = py
p0

, and p0 is the

reference particle momentum) of each particle. In a collective description, the Twiss

parameters, emittance, ε, beta function, β, alpha, α, and gamma, γ (described in more

detail below) are often used. Since a charged particle in an accelerating structure

moves in the presence of electric or magnetic fields, the first step in describing its

motion is to derive expressions for the magnetic and electric fields using Maxwell’s

equations. The next step is to substitute the field expressions into the Lorentz force

equation, ~F = q( ~E + ~v × ~B) (where q is the particle’s electric charge, ~E the electric

field, ~v the velocity of the moving particle, and ~B the magnetic field), from which the

equations of motion can be derived. For a magnetic element controlling the transverse

motion of a particle in the paraxial approximation, the equations of motion in the

transverse direction should follow a Hamiltonian and would be similar to the motion

of a harmonic oscillator; there is a restoring force that is proportional to the magnet

22The purpose of a storage ring is to store and maintain a particle beam in a
ring for several hours.
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Figure 2.5. An illustration of the motion of the reference particle in an accelerator ring.

strength, K(z) [26],

x′′ ∝ −K(z)x,

y′′ ∝ −K(z)y,

(2.2)

where x′′ and y′′ are the second derivatives of x and y with respect to the coordinate z

(the coordinate describing the position of the particle along the direction of motion as

shown in Figure 2.5). While both electric and magnetic fields can be used to control

the particle’s transverse motion, only electric fields can be used for controlling the

particle’s longitudinal motion. For this purpose, a Radio Frequency (RF) cavity can

be used. As the name suggests, the idea is to excite an electromagnetic mode that

oscillates in time inside a cavity, allowing the electric field to be purely along the

z direction and the magnetic field along the angular direction (θ in the cylindrical

coordinate system). MICE in its final configuration did not have an RF cavity.

For this reason, the longitudinal motion in this thesis is described using the energy

coordinate, and the equations of motion in the longitudinal direction are not covered

in this thesis.

The relation described by Equation 2.2 is known as Hill’s equation. Given a

set of initial conditions x(0) = x0, y(0) = y0, x′(0) = x′0, y′(0) = y′0, and assuming a

constant K factor, its solution would be sinosoidal if K < 0, hyperbolic (hyperbolic

sine and cosine functions) if K > 0, and linear if K = 0. Using matrix formalism,
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the sinosoidal solution can be written as [26],

R(z) = M(z | 0)R(0)

where M(z | 0) =

 cos
√
Kz sin

√
Kz√
K

−
√
Ksin

√
Kz cos

√
Kz



and R(z) =

x
x′

 ,

or R(z) =

y
y′

 .

(2.3)

The matrix M(z | 0) is known as the transfer matrix and can be used to

determine the transverse coordinates of a moving particle at any point along the

accelerator as the particle passes through a magnetic element.23

What has been described thus far is the single–particle approach to describing

the motion of a charged particle beam. As mentioned above, it is also possible to use a

collective approach and study the evolution of a set of lattice–dependent parameters.

In this context, the solution to Hill’s equation can be written using the Courant-

Snyder formalism [34],

r(z) =
√
εβ(z) cos(ψ(z) + ψ0), (2.4)

where r(z) is either x or y, β (the beta function) the beam amplitude in the x or y

direction, ε (the emittance) the beam size, and ψ =
∫ z

0
dz
β(z)

the phase advance (related

to the focusing strength). A full collective description of the beam can be done using

23In the case of a particle drifting a distance z in a region with no magnet, the

transfer matrix is M(z | 0) =

(
1 z

0 1

)
.
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two other parameters: beam alpha, α(z) = −1
2
β′ and gamma function or γ(z) =

(1+α(z)2)/β(z), which represents the beam amplitude in the x′ or y′ direction. These

parameters are referred to as the Courant-Snyder functions or Twiss parameters and

once the β function is determined, all the other Twiss parameters can be calculated.

Transforming the transverse coordinates to these new parameters in Equation 2.4

can be useful, because unlike MICE, not all accelerator–based experiments have the

capability of recording the transverse coordinates of each particle.

One can combine Equation 2.4 with its derivative [26],

r′ = −
√
ε
α√
β

cos(ψ + ψ0)−
√
ε

β
sin(ψ + ψ0), (2.5)

to derive the relation [34]

γr2 + 2αrr′ + βr′2 = ε, (2.6)

which is the equation of an ellipse in the (r, r′) trace space with the area πε. As

the particle beam evolves in the accelerator, its shape changes but its area remains

constant. A two-dimensional beam ellipse in the (x, x′) trace space is shown in Fig-

ure 2.6; the beam ellipse area, tilt, and orientation are determined using the Twiss

parameters [26, 34, 35]. For a given distribution of particles in trace space, these

parameters could be related to the second moments of the distribution:

σxx =
〈
x2
〉

=

∑n
i=1 x

2
i

n
, (2.7)

σx′x′ =
〈
x′2
〉

=

∑n
i=1 x

′2
i

n
, (2.8)

σxx′ = σx′x = 〈xx′〉 =

∑n
i=1 xix

′
i

n
, (2.9)

where i denotes the ith particle in the beam distribution, and n is the total number

of particles in the beam. The Twiss parameters, expressed in terms of the second

moments, are

εrms = π

√
〈x2〉 〈x′2〉 − 〈xx′〉2, (2.10)
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Figure 2.6. The 2D trace space ellipse. The parameters of this ellipse are the Twiss
parameters [35].

β =
〈x2〉
ε/π

, (2.11)

α = −〈xx
′〉

ε/π
, (2.12)

γ =
〈x′2〉
ε/π

, (2.13)

where εrms is the root-mean-square (RMS) or geometric emittance. Equations 2.7

through 2.13 can be rewritten in the matrix form

Σ2×2 =

σxx σx′x

σxx′ σx′x′

 =

 εβ −εα

−εα εγ

 , (2.14)

where Σ2×2 is the 2D covariance matrix.

The square of the determinant of the covariance matrix from Equation 2.14
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divided by the muon mass, mµ, is the expression for the normalized emittance [35]:

εn = βγεrms =
pref

mµ

|Σ2×2|1/2. (2.15)

where pref is the momentum of the reference particle. Normalized emittance is impor-

tant because it is conserved, while geometric emittance shrinks under acceleration [35].

In MICE, due to the presence of solenoidal fields, all transverse trace–space

coordinates (x, x′, y, y′) (or phase–space coordinates) are coupled, and as a result,

it is convenient to calculate the four-dimensional transverse emittance. The 4 × 4

covariance matrix is

Σ4×4 =



σxx σx′x σyx σy′x

σxx′ σx′x′ σyx′ σy′x′

σxy σx′y σyy σy′y

σxy′ σx′y′ σyy′ σy′y′


, (2.16)

and for reference, the 6× 6 covariance matrix is

Σ6×6 =



σxx σx′x σyx σy′x σtx σEx

σxx′ σx′x′ σyx′ σy′x′ σtx′ σEx′

σxy σpxy σyy σy′y σty σEy

σxy′ σx′y′ σyy′ σy′y′ σty′ σEy′

σxt σx′t σyt σy′t σtt σEt

σxE σx′E σyE σy′E σtE σEE



, (2.17)

where E and t are the longitudinal coordinates (relative to Eref and tref of the ref-

erence particle). The transverse normalized emittance can be calculated from the

determinant of the 4D covariance matrice in Equation 2.16,

ε⊥ =
pref

mµ

|Σ4×4|
1
4 . (2.18)
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Similar relation holds for the 6D normalized emittance (ε6D ∝ pref
mµ
|Σ6×6|

1
6 ). Gener-

ally, for beam cooling studies, the aim is to measure the change in a beam quantity

that changes only as a result of cooling. When a beam evolves in an accelerating

structure, it changes its shape. However, normalized emittance is conserved during

this process unless there is a material in the way of the beam (note that the 4D

emittance is not always conserved and its conservation depends on the change in the

longitudinal phase-space). Thus, two figures of merit for beam cooling in MICE are

the six-dimensional (transverse and longitudinal) and four-dimensional (transverse)

normalized emittance reductions. To demonstrate cooling, the normalized emittance

of the initial distribution upstream of the absorber is computed and compared with

the normalized transverse emittance of the final distribution after passing through the

absorber (downstream). In general, a good grasp of energy loss and multiple scatter-

ing of muons in absorbing material is essential for understanding ionization cooling.

In a typical ionization cooling channel, the muon beam transverse and longitudinal

momenta are reduced in an absorber followed by a subsequent restoration of the beam

longitudinal momentum using an RF cavity (Fig. 2.7). One of the main purposes of

MICE is studying the beam transverse volume reduction. The beam cooling equation

below describes the rate of change of the normalized transverse emittance [28]:

dε⊥
dx
∼= −

ε⊥
β2Eµ

〈
dE

dx

〉
+
β⊥(13.6MeV/c)2

2β3EµmµX0

, (2.19)

where Eµ is the muon energy, βc the muon velocity, dE/dx the magnitude of the av-

erage ionization energy loss rate, mµ the muon mass, X0 the radiation length, and β⊥

the transverse beta functions, at the absorber. The first term in the equation repre-

sents cooling from ionization energy loss and the second term describes heating from

multiple Coulomb scattering. The minimum achievable emittance, or equilibrium

emittance, can be optimized experimentally and for a given material and focusing

conditions is obtained by setting the rate of change of the normalized transverse
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Figure 2.7. Ionization energy loss in material reduces the beam momentum in all directions
(1), and the subsequent acceleration from RF cavity replaces the longitudinal momentum
(2). The energy loss is concurrent with the multiple scattering (3) which in turn heats
the beam by slightly changing the direction of the momentum vector [28].



35

emittance to zero:

ε⊥ ∼=
β⊥(13.6MeV/c)2

2X0βmµ

〈
dE

dx

〉−1

. (2.20)

A smaller equilibrium emittance compared with a constant input emittance (or a

larger input beam emittance compared with a constant equilibrium emittance) leads

to a more effective emittance reduction. As shown in Equation 2.20, a smaller equi-

librium emittance is achieved when the beta function, β⊥ is minimized, and X0dE/dx

factor maximized [28]. In MICE, a small beta function is achieved by focusing the

beam tightly at the absorber using solenoids. Large radiation length for a given en-

ergy loss is achieved by using low-Z absorbing materials such as LiH (lithium hydride)

and LH2 (liquid hydrogen).

Energy loss is a stochastic process; there are fluctuations in the amount of

energy loss. Because of these fluctuations, referred to as “straggling,” the trans-

verse cooling is often accompanied by longitudinal heating. What follows in the next

paragraphs cover the various longitudinal cooling schemes, including the scheme best

suited for achieving longitudinal cooling at a future muon collider, the “emittance

exchange”.

The normalized longitudinal emittance is defined as [36],

εn‖ = β‖γδσz, (2.21)

where σz is the beam bunch length, γ the relativistic Lorentz factor (E/m), and δ the

momentum spread (δ = σpz
pz

where σpz is the RMS momentum spread). The change in

the longitudinal emittance as a muon traverses a distance dx in material (derivation

described in [36]) is given by [36],

dεn‖
dx

=
β‖γδσz
pz

dσpz
dx

. (2.22)

Three effects can modify the rate of change of the momentum spread, dσpz
dx

. The first

is the momentum–dependent energy loss feature shown in Figure 2.3; this leads to
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the following dσpz
dx

term [36],

dσpz
dx

=
σE
βc

d

dE

(
dE

dx

)
, (2.23)

where σE is the RMS energy spread and βc the muon velocity. The momentum–

dependence feature exists because of the curvature of the dE/dx curve where muons

of different momenta lose different amounts of energy; energy loss increases for muons

of momenta below the ionization minimum, causing longitudinal heating, while it

decreases for energies above it (in the relativistic–rise region), causing longitudinal

cooling. It is, therefore, possible to rely on the muon momenta above 300 MeV/c for

longitudinal cooling; however, the issue with this approach is that the rate of cooling

in this region is minimal (due to the small slope of the dE/dx curve).

The straggling also affects the rate of change of the beam energy spread [36]

leading to the following dσpz
dx

term,

dσpz
dx

=
F

2βcσE
γ2

(
1− β2

2

)
, (2.24)

where σE is the RMS energy spread, βc the muon velocity, and F a material–

dependent factor (F = 4π(remec2)2NAZρ
A

where me is the mass of the electron, re the

classical radius of the electron, Z the atomic number of the material, ρ the mate-

rial density, and A the atomic weight of the material). Equation 2.24 represents the

heating term, and to minimize it, longitudinal cooling for lower muon momenta are

preferred (the growth in energy spread ∝ γ2) [36].

Finally, let us describe the third effect that can modify the rate of change of

the momentum spread: the emittance exchange scheme used in the six-dimensional

cooling channels (Fig. 2.8). When a wedge-shaped absorber (with transverse thickness

variation) is placed at a location of non-zero beam dispersion, the higher–energy

particles of the beam passing through the absorber lose more energy than lower–

energy particles. The rate of change of the longitudinal momentum spread for this
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Figure 2.8. Process of emittance exchange via a wedge-shaped absorber. Courtesy of Muons,
Inc. [37]

effect becomes [36],

dσpz
dx
∼=

1

βc

dE

dx

ηδ

αL
, (2.25)

where η is the dispersion (η = dx
dδ

), α the wedge angle (α = dx
dx

), and L the wedge

thickness for a wedge at position x = 0. This effect, known as direct emittance ex-

change causes the transverse and longitudinal phase spaces to get exchanged. One

possible direct emittance exchange scheme is shown in Figure 2.8. A dipole mag-

net introduces dispersion (energy-position correlation) in the beam to allow higher

momentum muons to pass through the thicker part of the wedge. By adding disper-

sion, the beam width is increased while keeping energy spread constant [36]. The

MICE muon beam has very small natural dispersion. This dispersion is not sufficient

for demonstrating emittance exchange (emittance exchange using MICE simulated

lattice is covered in Section 4.5). In general, the ionization cooling process with a

combination of wedge and flat absorbers and RF cavities can lead to a very small

longitudinal emittance. At that point, the bunch becomes too short for matching the

beta function at the interaction point [28], which leads to the beam luminosity re-

duction. Reverse emittance exchange can reduce the transverse emittance to achieve
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Wedge Absorber 

Incident Muons

Figure 2.9. Process of reverse emittance exchange via a wedge-shaped absorber. Courtesy
of Muons, Inc. [37].

high luminosity at the expense of heating the longitudinal emittance and lengthening

the bunch. As shown in Figure 2.9, a beam with large transverse emittance but small

momentum spread is passed through the wedge; the wedge introduces a momentum–

position correlation in the beam, causing the transverse emittance to reduce while

increasing the longitudinal emittance. First experimental demonstration of reverse

emittance exchange using MICE data is covered in Section 5.2.

2.2 The Experiment

The MICE experiment consists of several components: a beamline (Fig. 2.10),

a series of particle identification detectors, tracking detectors, and a cooling section

(Fig. 2.11). These components are described below.

2.2.1 Beamline. The proton beam for muon production in MICE is supplied by

the ISIS proton synchrotron situated at Rutherford Appleton Laboratory. In ISIS,

protons with an initial kinetic energy of 70 MeV are accelerated to 800 MeV. MICE

operates parasitically on the ISIS proton beam; the MICE titanium target is dipped

into the low-density periphery of the proton beam [38]. While the MICE target is in

the ISIS proton beam, the protons hit the target nucleons and produce pions, along
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Figure 2.10. Schematics of the MICE muon beamline.

with forward-directed protons and neutrons. Pions as well as protons and neutrons

pass through a vacuum window into the MICE beamline (Fig. 2.10). To avoid losing

particles (muons or pions) in the MICE beamline, two triplets of quadrupole mag-

nets (Q1, Q2, Q3 and Q4, Q5, Q6) are used to focus the beam [39]. In addition

to quadrupole magnets, two bending magnets (D1 and D2) are used for momentum

selection [39]. Through an interplay of the two dipoles, the desired momentum spec-

trum and particle composition in the MICE beam can be achieved (Fig. 2.12). Along
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Figure 2.11. Schematic diagram of MICE in its final configuration with upstream and
downstream spectrometers surrounding a cooling cell, and particle identification detectors
(ToF, Cherenkov, KL, and EMR).
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Figure 2.12. MICE beam downstream of decay solenoid. The green rectangle represents the
”muonic” beam setting on the figure; this beam almost purely consists of muons. The
“pionic” beam setting, on the other hand, has approximately equal numbers of pions and
muons with momenta in the range of 400 to 430 MeV/c [39].

the way, the pions pass through the Decay Solenoid, DS. The DS operates at 5 T, and

its primary purpose is to capture the decaying pions and the pion-decay muons. The

pion decay in flight results in a muon beam with large momentum spread at the exit

of the DS, as shown in Figure 2.12. The muon momentum can vary based on the pion

momentum selected using D1. The maximum and minimum muon momenta are the

results of the forward and backward–decay muons. In one case, known as the “pionic”

beam setting, the dipoles are set to select particles that have the same momenta in D1

as D2 (BD1 = 2×BD2); this setting results in a beam that is composed of a mixture

of pions, muons, and electrons. In another beam setting, D1 is set to select particles

that have momenta twice as much as the particles’ momenta in D2 (BD1 � 2×BD2).

With this setting, known as the “muonic” beam setting, the backward-going muons

in the pion rest frame are selected, and the resulting beam has mostly muons with

a small pion contamination. A small fraction of the pions survives long enough to
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Figure 2.13. Three distinct time-of-flight peaks for electrons, muons, and pions using the
time-of-flight of the particles between ToF0 and ToF1. A “pionic” beam was used to
produce this plot.

get through the experiment. To ensure muon beam purity, these contaminating pi-

ons are tagged and rejected from the cooling measurement using the MICE particle

identification (PID) detectors.

2.2.2 PID Detectors. Three Time-of-Flight, ToF detectors (ToF0, ToF1, and

ToF2) made of scintillating slabs, discriminate between particles of the same mo-

mentum and differing masses. Between ToF0 and ToF1, there is additional focusing

using another quadrupole triplet (Q7, Q8, Q9). Electrons and pions have respectively

shorter, and longer times of flight than muons between pairs of ToF detectors, and,

as a result, there are three distinct time-of-flight peaks for electrons, muons, and pi-

ons for a “pionic” (Fig. 2.13). In the case of a “muonic” beam (Fig. 2.14), the ToF

peak corresponding to the pions is mixed in with the muon peak. There are also two

Cherenkov counters in MICE with aerogel of differing refractive indices. The different
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Figure 2.14. Two distinct time-of-flight peaks for electrons and muons/pions using the time
of flight of the particles between ToF0 and ToF1. A muonic beam was used to produce
this plot. To better distinguish between pions and muons, other PID detectors must be
used.

indices of refraction impose different momentum thresholds on the particles.

The KLOE-light detector, KL is a calorimeter and uses lead foil interspersed

with scintillating fibers to differentiate between particles based on their ADC counts

(the analog-to-digital converter signal received by the MICE data acquisition system

when the particles interact with KL scintillating slabs). As shown in Figure 2.15,

pions have a longer-tailed ADC distribution compared to muons; this is because they

interact hadronically with the lead in the KL [40] (as opposed to an electromagnetic

interaction). The most downstream PID detector is the Electron Muon Ranger, EMR,

which is calorimeter composed of planes of scintillating bars. Different particles have

different track topologies in the EMR. Electrons shower in the EMR, leaving some

planes unhit (ρ < 1 in Fig. 2.16), in contrast to muon tracks, which consistently

hit all planes along their path (ρ = 1 in Fig. 2.16) through the EMR [41]. The
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Figure 2.15. The ADC responses of muons and pions as they interact with the KL detector.
The ADC distribution indicates that pions have larger tails compared to muons and that
the majority of the beam particles in the MICE beam are muons, closely following the
muon template. The pi/mu beam is a pionic beam [40].

Figure 2.16. Muon and electron plane density distributions in the EMR [41].
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EMR parameter used for this purpose is the plane density, ρ, which represents the

average number of planes hit as a particle traverses the detector. The electron tag

efficiency using the EMR is about 98.6%, and the pion contamination measured using

a combination of ToF and KL detector is less than 1.4%; this ensures a cooling

measurement on a pure muon beam.

2.2.3 Trackers and the Cooling Channel Magnets. MICE has two identical

scintillating fiber tracking detectors, one upstream and one downstream of the ab-

sorber [42]. The trackers are used for position and momentum measurement, from

which beam emittance, phase-space density, phase-space volume, and single–particle

amplitude can be reconstructed. Each tracker (see Fig. 2.17) is composed of five

planar scintillating-fiber stations. For measurement of beam cooling, the input and

output beam distributions at the tracker stations immediately upstream and down-

stream of the absorber (tracker reference planes), are compared. Each tracker station

has three doublet fiber layers, referred to as the “u,” “v,” and “w” planes, oriented

at 120 degrees with respect to each other. Each tracker plane has 214 fibers. The

orientation of the doublet layers and the fibers is shown in Figure 2.18; the fibers

are grouped in gangs of seven for a single readout channel, and the scintillation sig-

nals arising from a particle interaction are read out by visible light photon counters

(VLPCs) [42].24 To ensure a small multiple Coulomb scattering in the trackers, the

scintillating fiber diameter is only 350 µm. The trackers have a spatial resolution of

about 470 µm and a transverse momentum resolution of 1 MeV/c [42].

Each tracker is immersed in the solenoidal field of a Spectrometer Solenoid

(SS) (a photo of one SS is shown in Fig. 2.19). The upstream and downstream

SS have five superconducting coils with two used for matching the muon beam into

24A VLPC is a silicon diode with high quantum efficiency and capable of con-
verting single photons to many photoelectrons.
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Figure 2.17. MICE scintillating fiber tracker.

   350
227.3

672.3
213.5
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Figure 2.18. The layout and orientation of the doublet fiber layers in the MICE trackers [42].
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Figure 2.19. Photos of the SS module sitting inside the partial return yoke (left) and the
AFC module (right). The AFC module is typically covered by the partial return yoke
but at the time of the photo, it was removed (absorber changed in progress).

and out of the absorber (Match 1 and Match 2 coils), and three for maintaining

uniform fields in the tracking volumes (End 1, Center, and End 2 coils). Because of

the fields in the tracking volumes, any particle traversing the trackers form helical

tracks (Fig. 2.20). To reconstruct the momentum coordinates of each particle, the

reconstruction algorithm in the MICE Analysis User Software (MAUS) [43] performs

a series of cluster-finding, space-point reconstruction, and track-finding operations on

MICE simulated or experimental data. The cluster-finding algorithm looks for one

or two neighboring readout channel hits to form clusters; the choice of no more than

two neighboring channels for cluster finding is due to the readout arrangement, in

which one particle can register hits in two neighboring channels. The clusters are

then used to form spacepoints. A track-finding algorithm then performs a search over

the spacepoints in the five stations and fits the spacepoints into a helical or a straight

track using a linear-least-squares fitting. The transverse and longitudinal momentum

resolutions are 1 and 4 MeV/c. For helical track reconstruction, in the transverse

direction, the reconstruction algorithm fits a circle to each particle trajectory to

reconstruct the transverse momentum coordinates (px, py) (Fig. 2.20); this is done



47

Figure 2.20. Momentum reconstruction in the transverse plane (upper diagram) and the
longitudinal direction (lower diagram). r represents the radius of the helix (r = p⊥

qB ). The
same track would have a sinosoidal shape in the longitudinal direction.

using the knowledge of the transverse position coordinates, x and y, of the particles

hitting the fibers and the solenoid field, B (ignoring the initial phase):

x(t) = − p⊥
qB

cos

(
qBt

m

)
,

y(t) = − p⊥
qB

sin

(
qBt

m

)
,

(2.26)

where t is the time, m the mass of the particle, q is the charge. In the longitudinal

direction, one option is perform a nonlinear sinusoidal fit. A more straightforward

approach is to use the results of the circle fit; first, the rotation for each spacepoint

is estimated, and then a fit to the path length of the track is performed [44],

z(t) =
p‖t

mµ

. (2.27)

In addition to the SS module, MICE has an absorber focus coil module (AFC)

shown in Figure 2.19; placed between the two trackers and the SS modules, it holds

the absorber and provides the necessary focusing (or β function) for optimum beam

cooling. The SS modules can produce a magnetic field up to 4 T, while the AFC

modules are typically set at slightly lower fields (around 2 T).
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CHAPTER 3

NON-PARAMETRIC DENSITY ESTIMATION: A NOVEL APPROACH TO
MEASURING MUON BEAM COOLING

3.1 Motivation

The aim of MICE is to characterize the muon ionization cooling with high pre-

cision. Measuring the reduction in normalized RMS emittance is one way of doing this

(nominally 5% emittance reduction with a precision of 0.1%) [20]. RMS emittance

measurement, however, relies on the assumption that the underlying beam distri-

bution is Gaussian. Such an assumption in the presence of chromatic effects in the

beam optics and non-Gaussian beam distribution leads to an inaccurate measurement

of beam cooling. One solution is to use non-parametric density estimators (DE) where

fewer assumptions are made about the underlying beam distribution. This chapter

extensively covers the topic of non-parametric density estimation; Section 3.2 covers

various examples of univariate and multivariate non-parametric density estimation

techniques and Section 3.3 elaborates on the validation of these techniques.

3.2 Conceptual Foundation

Phase-space density is an important concept in describing the state of an

ensemble of particles (e.g., a charged particle beam). The phase-space density can

be described as the probability density function (PDF) of phase-space coordinate(s).

From the general definition of a PDF, the density, f(x), of a random variable X is

defined as

f(x) = lim
h→0

1

2h
P (x− h < X < x+ h) , (3.1)
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where P (x− h < X < x+ h) is the probability that X lies in an interval of width 2h.

Therefore, a natural way of estimating the PDF given a finite dataset is to estimate

P (x− h < X < x+ h) as the fraction of data points (out of the entire sample of size

n) that end up inside an interval of width 2h. This leads to the following estimated

density definition [45]:

f̂(x) =
j

2nh
, (3.2)

where j is the number of data points inside interval of width 2h.

In general, there are two ways of estimating the PDF (density). One is a para-

metric approach in which a functional form is assumed for the underlying distribution

(e.g., Gaussian or Landau) and the distribution parameters are estimated. The other

is a non-parametric method where fewer assumptions about the underlying PDF are

made, and the individual data points are allowed to “speak for themselves” [45]; each

point contributes to forming the final density estimated. The non-parametric density

estimation (DE) method is advantageous compared to the parametric method when

it comes to distributions that lack a parametric model. Non-parametric DE tech-

niques typically rely on a weight function to estimate the density (e.g., kernels, series,

splines), and the level of smoothing is generally tuned using a smoothing parameter

(e.g., kernel width or bin width).

One widely used DE technique is the histogram, where data points are placed

inside bins of equal widths, h. Suppose the first bin is placed at some point x0 on

the coordinate axis; x0 can be positive or negative (and can be the smallest value in

the dataset). Then, bins of width h are constructed, and to estimate the density, the

ratio of the number of data points inside the bin interval (x0 + ih, x0 + (i + 1)h) to

the bin width, h is taken [45]:

f̂(x) =
ji
nh

for x0 + ih < x < x0 + (i+ 1)h. (3.3)

In Equation 3.3, h is the bin width, ji the number of data points that fall within ith



50

bin, n the sample size, and x some coordinate value residing in ith bin (x0 + ih <

x < x0 + (i + 1)h). Any changes in the bin width, h, and the choice of x0 can affect

the estimated density. These variations can cause the same dataset to be interpreted

differently (e.g., Figs. 3.1a and 3.1b). The effect of bin placement (choice of x0) cannot

be eliminated by choosing a very narrow bin. Most of the bins would end up with

either no data point or very few data points in them; this is particularly problematic

for a multidimensional space (e.g., 4D and 6D MICE muon beam). More bins are

likely to be left empty, and the estimated density depends not only on the bin size

and location but also on bin orientation. It is possible to remove the dependence on

the parameter x0 from the histogram definition in Equation 3.3 [45],

f̂(x) =
ji
nh

for x− h < Xi < x+ h. (3.4)

where Xi is the ith data point; it contributes to the estimated density if it falls within

the interval 2h. In other words, the ith data point contributes to x only when it lies

in the left half (with x−h coordinate) or the right half (with x+h coordinate) of the

dataset. This new histogram definition ensures that the bins are centered at point

x. It is possible to re-write ji in Equation 3.4 as a step function w(x) (or a weight

function) [45],

w

(
x−Xi

h

)
=


1
2

if |x−Xi| < h

0 otherwise

. (3.5)

In other words, a data point Xi contributes a weight of 1/2 to the estimated density

at an arbitrary point x only if its distance to x is less than h to the left or right

of x. Replacing ji in Equation 3.4 with this weight function gives (with factor of

1
2

now included in the weight function definition) the following estimated density

equation [45]:

f̂(x) =
1

n

n∑
i=1

1

h
w

(
x−Xi

h

)
, (3.6)

where Xi represents the coordinate x of each individual data point i in the set.
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Figure 3.1. Histogram of the simulated muon x positions at the entrance to the MICE
cooling channel with different choices of x0 (a) and bin width h (h is) (b). For illustration
purposes, the sample size is 50.
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The weight function density estimator described in Equation 3.5 has a disad-

vantage from the point of view of data representation: the boundaries of the box–

shaped weight function can have hard cut-offs (similar to a histogram) and every Xi

data point is either in or out of the interval h. The solution is to choose a smooth

weight function such as a kernel function (e.g., Gaussian kernel function) with an in-

finite tail (that includes contributions from all data points). This way the estimated

density curve is smooth and each data point in the set can contribute to point x

(some points contributing more than others depending on their coordinate distances

to x). In one dimension, the kernel density estimator applied to some arbitrary point

x takes the following form [45]:

f̂ (x) =
1

n

n∑
i=1

1

h
k

(
x−Xi

h

)
, (3.7)

where h is the width of the kernel function, commonly referred to as the bandwidth

parameter (more on how to determine the bandwidth parameter below). In this thesis,

Gaussian kernel functions are used, and in one dimension, they have the following

form [45]:

k

(
x−Xi

h

)
=

1√
2π

exp

[
−1

2

(
x−Xi

h

)2
]
. (3.8)

Substituting the Gaussian kernel function into Equation 3.7 gives [45]:

f̂ (x) =
1

n

n∑
i=1

1

h

1√
2π

exp

[
−1

2

(
x−Xi

h

)2
]
, (3.9)

Equation 3.9 is the one–dimensional estimated density using the Gaussian kernel func-

tion (used throughout this thesis, unless stated otherwise), and Figure 3.2 illustrates

how this equation works: Gaussian kernel functions of widths h (each kernel width

is chosen to be 0.4) are centered at each data point Xi. The kernel functions from

all data points (all contributing to the point x) are then summed to determine the

density at any point x.

To reiterate, the choice of the Gaussian kernel function (with an infinite tail)

ensures that all data points contribute to the estimated density at a point x: data
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Figure 3.2. An illustration of the KDE technique in one dimension; the bandwidth param-
eter is 0.4 and Gaussian kernel functions are used.

points closer to the arbitrary point x contribute more to x than data points farther

from x. x, commonly referred to as the reference point, can be either a data point or

a grid point. Except for the contour plots (which use grid points), for the analysis in

this thesis, the data points are the reference points. h, which determines the level of

smoothing of the estimated density, is the RMS width of the kernel function, typically

accompanied by some data-dependent factor (e.g., covariance matrix). Unlike the

histogram estimator, where the choice of bin width affects both the level of smoothing

and the number of data points in the bin (occasionally some bins are left empty), the

choice of kernel width only affects the level of smoothing of the estimated density.

In this thesis, the bandwidth selection rule known as Scott’s Normal reference rule is

used (more on this below).

In general, a kernel function should satisfy a particular set of conditions for

the estimated density to satisfy the requirements of a PDF [45]:
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1. Non-negative: k(x) > 0.

2. Integrates to 1:
∫∞
−∞ k(x)dx = 1.

3. Symmetric about its mean value:
∫∞
−∞ xk(x)dx = 0.

4. Satisfies finite second moment condition: k2(k) =
∫∞
−∞ x

2k(x)dx > 0.

Condition 2 ensures that the kernel function is normalized to unity and that

the resulting estimated density is a PDF; this is indeed the case as illustrated below:∫ ∞
−∞

f̂(x)dx =

∫ ∞
−∞

1

n

n∑
i=1

1

h
k

(
x−Xi

h

)
dx =

1

n

n∑
i=1

∫ ∞
−∞

1

h
k

(
x−Xi

h

)
dx =

1

n

n∑
i=1

∫ ∞
−∞

k (u) du =
1

n

n∑
i=1

1 =
n

n
= 1,

(3.10)

where the substitution variable, u is equal to x−Xi
h

.

Condition 4, kj(k) =
∫
xjk(x)dx defines the moment integral of the kernel

function. The first non-zero moment indicates the order of the kernel. For instance,

if the first non-zero moment of the kernel function is the second, then the kernel is

of second order. In this thesis, second–order, j = 2 (signifies symmetric and non-

negative) Gaussian kernel functions are used. The symmetry condition, Condition 3

is necessary to ensure that the kernel function is centered about Xi.

One can obtain the moments of the estimated distribution using Conditions

1–4 above. The first moment of the estimated PDF using Condition 2 would lead to

the sample mean [46]:∫ ∞
−∞

xf̂(x)dx =
1

n

n∑
i=1

∫ ∞
−∞

x
1

h
k

(
x−Xi

h

)
dx =

1

n

n∑
i=1

∫ ∞
−∞

(Xi + uh)k(u)du =

1

n

n∑
i=1

Xi

∫ ∞
−∞

k(u)du+
1

n

n∑
i=1

h

∫ ∞
−∞

uk(u)du =
1

n

n∑
i=1

Xi.

(3.11)
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The second moment of the estimated PDF using Condition 4 would lead to a

description of the sample variance [46],∫ ∞
−∞

x2f̂(x)dx =
1

n

n∑
i=1

∫ ∞
−∞

x2 1

h
k

(
x−Xi

h

)
dx =

1

n

n∑
i=1

∫ ∞
−∞

(Xi + uh)2k(u)du =

1

n

n∑
i=1

X2
i +

2

n

n∑
i=1

Xih

∫ ∞
−∞

uk(u)du+
1

n

n∑
i=1

h2

∫ ∞
−∞

u2k(u)du =

1

n

n∑
i=1

X2
i +

1

n

n∑
i=1

h2k2(k),

(3.12)

where sample variance, given by the relation 1
n

∑n
i=1X

2
i , is inflated by the second

moment kernel factor 1
n

∑n
i=1 h

2k2(k). This is a general characteristic of all density

estimation methods where the estimated density is a smoothed version of the true

PDF plus an extra factor of 1
n

∑n
i=1 h

2k2(k) in the sample variance [45].

In density estimation analysis, the goal is to ensure that the discrepancy be-

tween the estimated PDF and the true PDF is small; this is typically measured using

the mean square error, MSE term,

MSE(f̂(x)) = E
(
f̂(x)− f(x)

)2

, (3.13)

where “E” is the expectated value operator; an example is the expectation of the

estimated PDF, Ef̂(x) [45, 47],

Ef̂(x) =
1

n

n∑
i=1

E
1

h
k

(
x−Xi

h

)
=

∫ ∞
−∞

1

h
k

(
x− z
h

)
f(z)dz, (3.14)

As shown in Equation 3.14, the estimated PDF is the convolution of the true PDF, f

with the kernel function, k
(
x−z
h

)
. This convolution process smoothes the estimated

density curve. Hence, for a realistic representation of the true density, the smoothed

estimated density curve should be given some noise; this was introduced as the term

1
n

∑n
i=1 h

2k2(k) in the sample variance (Eq. 3.12). In this context, Equation 3.13 can

be rewritten in terms of the smoothness, or the so–called estimator bias squared, and
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the noise or the so–called estimator variance (not to be confused with sample and

distribution variance) terms [45, 47]:

MSE(f̂(x)) = E
(
f̂ − f

)2

=

E

[(
f̂ − E(f̂) + E(f̂)− f

)2
]

=

E

[(
f̂ − E(f̂)

)2

+ 2
(
f̂ − E(f̂)

)(
E(f̂)− f

)
+
(

E(f̂)− f
)2
]

=

E

[(
f̂ − E(f̂)

)2
]

+ E
[
2
(
f̂ − E(f̂)

)(
E(f̂)− f

)]
+ E

[(
E(f̂)− f

)2
]

=

E

[(
f̂ − E(f̂)

)2
]

+ 2
(

E(f̂ − f)
)

E
[
f̂ − E(f̂)

]
+
(

E(f̂)− f
)2

=

E

[(
f̂ − E(f̂)

)2
]

+ 2
(

E(f̂ − f)
)(

E(f̂)− E(f̂)
)

+
(

E(f̂)− f
)2

=

E

[(
f̂ − E(f̂)

)2
]

+
(

E(f̂)− f
)2

=[
Ef̂(x)− f(x)

]
+

[
E
(
f̂ 2(x)

)
−
(
Ef̂(x)

)2
]

=[
bias(f̂)

]2

+ variance(f̂),

(3.15)

where, for simplicity, f̂(x) and f(x) notations were replaced by f̂ and f . To derive

the bias and variance terms in Equation 3.15, it was assumed that E(f̂)−f and E(f̂)

were constant.

To reiterate, the bias term in Equation 3.15 is the error associated with the

level of smoothing in the estimated density; in a sense, it represents the measure of

the accuracy of the estimated density [45],

bias(f̂(x)) =
[
Ef̂(x)− f(x)

]
. (3.16)

A large bias in the estimated density means that the estimated density is overly

smooth and the measurement may thus not be accurate. Variance, on the other hand

is the error associated with the level of noise in the estimated density curve and is

the measure of the precision of the estimated density [45],

variance(f̂(x)) =

[
E
(
f̂ 2(x)

)
−
(
Ef̂(x)

)2
]
. (3.17)
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If the estimated density has a large variance, it means that the estimated density is

overly noisy or spiky and not precise.

The parameter that controls the bias and variance is the kernel width, com-

monly known as bandwidth parameter, h. Finding a balance between bias and vari-

ance is important in non-parametric density estimation, and the bandwidth parameter

should be optimized to keep such a balance and minimize MSE. As shown in Equa-

tion 3.15, the bias and variance terms contain the unknown true PDF term, f(x).25

Therefore, to solve for the optimal bandwidth parameter using the bias and variance

terms (and the MSE term), an assumption of the true PDF should be made, and

asymptotic approximations (in the limit where n → ∞) should be used. In the case

of the MICE muon beam, since the beam is nearly Gaussian, the true PDF is assumed

to be Gaussian. Making such an assumption, however, is not the same as assuming a

Gaussian and fitting a Gaussian to the entire distribution to estimate the distribution

mean and variance (as is done in the parametric density estimation approach). The

assumption used in determining the bandwidth parameter affects the width of the

kernel function; the kernels are still centered at each data point, and each data point

still counts toward estimating the underlying density. The paragraphs that follow

aim at deriving the optimal bandwidth parameter.

The MSE term described in Equation 3.13 measures the error of the estimated

PDF at a single point x. A more global measure of MSE is referred to as the mean

integrated square error, MISE. The MISE can be written as the integrated bias and

25As a reminder, non-parametric density estimators, are used when the true
PDF is not known
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variance terms [45]:

MISE(f̂(x)) =∫ ∞
−∞

[
bias(f̂(x))

]2

dx+

∫ ∞
−∞

variance(f̂(x))dx =∫ ∞
−∞

[
Ef̂(x)− f(x)

]2

dx+

∫ ∞
−∞

[
E
(
f̂ 2(x)

)
−
(
Ef̂(x)

)2
]
dx,

(3.18)

where the bias squared and variance terms can be rewritten as[
bias(f̂(x))

]2

=

(∫ ∞
−∞

1

h
k

(
x− z
h

)
f(z)dz − f(x)

)2

variance(f̂(x)) =
1

n

∫ ∞
−∞

1

h2
k

(
x− z
h

)2

f(z)dz − 1

n

(
1

h

∫ ∞
−∞

k

(
x− z
h

)
f(z)dz

)2

.

(3.19)

The MISE term above cannot be solved for unless the true PDF f(z) is known;

hence a functional form for f(z) should be assumed. This assumption comes later

when the optimal bandwidth parameter is determined. In the meantime, asymptotic

approximations (the limit in which n→∞ or h→ 0 which leads to f̂ → f [45]) can

be applied to solve for the asymptotic MISE or AMISE (same mathematical form

as Eq. 3.19). The starting point would be to obtain the asymptotic bias term (from

Eq. 3.16). A change of variable, z = x+hu in the bias term from Equation 3.19 leads

to [45]:

bias(f̂(x)) =

∫ ∞
−∞

k(u)f(x+ hu)du− f(x). (3.20)

It is possible to Taylor expand f(x+ hu) [45],

f(x+ hu) = f(x) + f ′(x)hu+
1

2!
f ′′(x)h2u2 +

1

3!
f (3)(x)h3u3 + .... (3.21)

Substituting the Taylor expanded term into the first term of Equation 3.20 and im-
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posing Conditions 3 and 4 leads to [45]:

bias(f̂(x)) =∫ ∞
−∞

k(u)f(x+ uh)du− f(x) =

f ′(x)hk1(k) +
1

2
f ′′(x)h2k2(k) +

1

3!
f (3)(x)h3k3(k) + ...) =

1

2!
f ′′(x)h2k2(k) +O(h3)....

(3.22)

According to Equation 3.22, for kernels of the second order (kernels satisfying Con-

dition 4), the bias depends on the square of the bandwidth parameter, h2; hence, the

larger the bandwidth, the greater the bias of the estimated PDF. In other words, a

large bandwidth parameter leads to a smooth estimated PDF. Integrating the bias

term in Equation 3.22 over the entire x space and taking its square leads to [45]:[∫ ∞
−∞

bias(f̂(x)dx)

]2

=(∫ ∞
−∞

1

h
k

(
x− z
h

)
f(z)dz − f(x)

)2

≈

1

4
h4k2

2(k)

∫ ∞
−∞

f ′′(x)2dx.

(3.23)

The variance term on the other hand takes the following form [45]:

variance(f̂(x)) =
1

n

∫ ∞
−∞

1

h2
k

(
x− z
h

)2

f(z)dz − 1

n

(
f(x) + bias(f̂(x))

)2

≈ 1

n

∫ ∞
−∞

1

h
f(x+ hu)k2(u)du− 1

n
(f(x) + O(h2))2,

(3.24)

where the second integral in Equation 3.24 is rewritten as the bias term. Substituting

the Taylor expanded term from Equation 3.21 into Equation 3.24, followed by the

assumption that h approaches zero as n approaches infinity (the asymptotic approxi-

mation where the limit of the estimated PDF approaches the true PDF) leads to the

following variance term [45]:

variance(f̂(x)) =
1

n

1

h
f(x)

∫ ∞
−∞

k2(u)du+ O

(
1

n

)
≈ 1

n

1

h
f(x)

∫ ∞
−∞

k2(u)du. (3.25)
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Integrating the variance over the entire x space leads to [45]∫ ∞
−∞

variance(f̂(x))dx =
1

n

1

h

∫ ∞
−∞

k2(u)du. (3.26)

According to Equation 3.26, the variance depends inversely on the bandwidth pa-

rameter, h; hence, the smaller the bandwidth parameter, the greater the variance.

A small bandwidth parameter leads to a noisy estimated PDF. Combined with the

definition of bias in Equation 3.22, it can be observed that the choice of bandwidth

parameter creates a trade-off between smoothness and the noise in the estimated

density curve; this is a known feature in the non-parametric density estimation meth-

ods, and the bandwidth parameter derived below minimizes this effect for a nearly

Gaussian distribution (e.g., the assumed distribution for the MICE muon beam).

Substituting the bias squared term from Equation 3.23 and the variance term

from Equation 3.26 into Equation 3.19 leads to the AMISE term below [45]:

AMISE(f̂(x)) =

(
1

2
f ′′(x)h2u2k2(k)

)2

+
1

n

1

h
f(x)

∫ ∞
−∞

k(u)2du

=
1

4
h4k2

2(k)

∫ ∞
−∞

f ′′(x)2dx
1

n

1

h

∫ ∞
−∞

k(u)2du.

(3.27)

As pointed out above, Equation 3.27 demonstrates a bias–variance trade-off:

reducing the bias by choosing a small bandwidth parameter, h leads to a large vari-

ance and vice versa, as illustrated in Figure 3.3. To produce the density curves in

Figure 3.3, the kernel density estimator is applied to the x coordinates of a sub-sample

of 500 muons at the entrance of the MICE upstream tracker; the distribution is not

known a priori since the data points are measured muons, hence the use of a non-

parametric density estimator to estimate the distribution. Section 3.3 below covers

the KDE validation against a known distribution (e.g., random sample drawn from a

Gaussian distribution).

The optimal bandwidth parameter, often referred to as the asymptotically

optimal bandwidth, is found by minimizing the Asymptotic MISE or AMISE [45]; for
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Figure 3.3. The x distribution is approximately Gaussian with the optimal bandwidth
parameter, h = 0.3. When the bandwidth parameter is 3.0, the estimated PDF is over-
smoothed (green curve). A smaller value, 0.03, at the bandwidth parameter leads to a
noisier estimated density (red curve) [48].

a second order kernel function in one dimension, it is [45]

d

dh
AMISE

(
f̂(x)

)
≈ d

dh

(
1

4
h4k2

2(k)

∫ ∞
−∞

f
′′2(x)dx+

1

n

1

h

∫ ∞
−∞

k2(u)du

)
= 0, (3.28)

hoptimal = k2(k)−
2
5

(∫ ∞
−∞

k2(u)du

) 1
5
(∫ ∞
−∞

f
′′2(x)dx

)− 1
5

n−
1
5 . (3.29)

Equation 3.29 illustrates that the ideal bandwidth parameter approaches zero with

increasing sample size [45]; this is the asymptotic approximation with which the

AMISE term was derived. The
∫∞
−∞(f ′′(x))2dx term represents the rate of fluctuation

of the true density. One can observe that smaller values of h are optimal for a rapidly

fluctuating density curve. In general (as mentioned above), smaller h values are more

appropriate for a rapidly fluctuating (or noisy) density curve while larger h values are

more suited for a smoother density curve; Figure 3.4 illustrates this. What is referred

to as “true” density curve in Figure 3.4 refers to a random sample size of 10, 000

drawn from a Gaussian distribution and is produced using the probability density
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Figure 3.4. The “true” distribution is randomly drawn from a Gaussian. As expected, green
curve has minimized mean integrated square error [48].

equation for a Gaussian distribution function,

f(~x) =

∣∣σ−1/2
∣∣

√
2πd

exp

(
− (~x− ~m)T σ−1 (~x− ~m)

2

)
. (3.30)

where ~m is the distribution mean and σ the standard deviation. As expected, Fig-

ure 3.4 illustrates that the estimated density curve obtained using the optimal band-

width parameter, h = 0.005 (green curve), represents the “true” density curve best,

and as a result, has the smallest MISE (more on optimal bandwidth parameter in

Section 3.2.1). The section that follows covers the process of obtaining a value for

the optimal bandwidth parameter, similar to the optimal bandwidth parameter used

in producing Figure 3.4.

3.2.1 Univariate Kernel Density Estimation. The unknown fluctuation term∫∞
−∞(f ′′(x))2dx is due to the unknown true density term f(x)) from Equation 3.29.

This term can be solved if a functional form for the distribution is assumed (e.g.,

Gaussians). In particular, the standard normal distribution (Gaussian distribution
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with mean of zero) can be used. Determining the bandwidth parameter using the

standard normal distribution is referred to as the “normal reference rule” (also known

as the rule-of-thumb or the plug-in method [45, 47]), since there is a reference to the

normal distribution. With φ(x) as a new notation for the true PDF, f(x), σ2 as

the variance, and a distribution mean of zero, one can solve for the fluctuation term,∫∞
−∞(f ′′(x))2dx:∫ ∞

−∞
f ′′(x)dx = σ−5

∫ ∞
−∞

φ′′(x)2dx =
3

8
π−1/2σ−5 ≈ 0.212σ−5. (3.31)

To solve for the optimal bandwidth parameter, one should substitute Equa-

tion 3.31 and the Gaussian kernel function into Equation 3.29 from the previous

section. The optimal bandwidth parameter in one dimension would then be [45]

hoptimal = (4π)−1/10

(
3

8
π−1/2

)−1/5

σn−1/5 =

(
4

3

) 1
5

σn−1/5 = 1.06σn−1/5. (3.32)

3.2.2 Multivariate Kernel Density Estimation. The six-dimensional position–

momentum and energy–time coordinates are used to represent individual muons in

phase space. Muon position and momentum values ~Xi = (xi, pxi , yi, pyi) are recon-

structed one by one in the MICE tracking detectors [42], where i runs from 1 to n

and n represents the total number of muons in the sample under study. The kernel

density estimator can then be applied in four dimensions to the muons in the MICE

beam. Similarly to the previous section, to find hoptimal in multiple dimensions (in the

four or six–dimensional phase space used to describe each muon in the MICE beam),

the AMISE needs to be minimized. The starting point is to obtain the d-dimensional

bias and variance terms. Following a set of steps similar to the previous section, the

multi-dimensional bias and variance terms become [45, 47]:

bias(f̂(~x)) ≈ 1

2
h2k2(k)52 f(~x), (3.33)

variance(f̂(~x)) ≈ n−1h−df(~x)

∫ ∞
−∞

(k(u))2du, (3.34)
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where k(u) is the kernel function, u the substitution variable u = x−z
h

, and 52 the

Laplacian operator.

Taking the integral of Equations 3.33 and 3.34 leads to the multi-dimensional

AMISE term:

AMISE(f̂(~x)) ≈ 1

4
h4k2(k)

∫ ∞
−∞

(
52f(~x)

)2
dx+ n−1h−d

∫ ∞
−∞

(k(u))2du. (3.35)

Minimizing Equation 3.35 leads to the optimal bandwidth parameter in multiple

dimensions [45],

hoptimal =
(
dR(k)~k2(k)−2

) 1
d+4

(∫ ∞
−∞

(
52f(~x)

)2
dx

) −1
d+4

n
−1
d+4 . (3.36)

hoptimal =

(
4

d+ 4

)− 1
d+4

Σn−
1
d+4 = hfactorΣ n−

1
d+4 , (3.37)

where R(k) =
∫∞
−∞(k(u))2du, ~k2(k) =

∫∞
−∞ u

2k(u)du, and Σ is the covariance matrix

of the dataset. The bandwidth parameter from Equation 3.37 is used with hfactor

selected to be 1 following Scott’s normal reference rule (normal reference rule because

there is a reference to Normal distribution) [45, 47]. The dimension variable d can be

1 and higher; in MICE, it is the dimension of the phase space (4 or 6). The estimated

multi-dimensional (multivariate) density using the KDE technique is then

f̂(~x) =
|Σ|−1/2

nhdfactor

√
(2π)d

n∑
i=1

exp

[
−(~x− ~Xi)

TΣ−1(~x− ~Xi)

2h2
factor

]
. (3.38)

3.3 Validation against Known Distributions

Here, the impact of sample size and bandwidth parameter on the performance

of the KDE technique for a known PDF is studied. In particular, the univariate

Gaussian distributions of known means and standard deviations were used; in each

study, Monte Carlo (MC) simulation was used to draw 1000, 10, 000, and 100, 000

random numbers from a Gaussian distribution 10 times (10 trials for each sample
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size). The kernel density estimator (Eq. 3.7) and the true Gaussian density relation

(Eq. 3.39) were applied to each of these generated samples. The true univariate

Gaussian PDF is similar to the univariate form of the KDE relation from Equation 3.7.

The only difference is that in the Gaussian density equation, the sample mean, ~m,

replaces the coordinate of the ith data point in the sample, ~Xi:

f(~x) =

∣∣Σ−1/2
∣∣√

(2π)d
exp

(
− (~x− ~m)T Σ−1 (~x− ~m)

2

)
. (3.39)

In Equation 3.39, Σ in the multi-dimensional phase space is the covariance matrix, m

the sample mean, ~x the coordinate at which the density is calculated (reference point),

and d the dimensionality of the dataset (d = 1 for the plots presented in this section).

The variables (x, px, y, py) used in the KDE validation study are selected to have the

same variances as the corresponding coordinates of the muons in the MICE beam at

the entrance to the upstream tracker (σx = σy = 0.03 m and σpx = σpy = 0.02 GeV/c).

The mean of each variable is selected to be zero. As an illustration, the deviation of

the KDE estimated density from the true density in x (1D) for the different sample

sizes of 1000, 10, 000, and 100, 000 is shown in Figures 3.5, 3.6, and 3.7. The left-hand

side plots in Figures 3.5, 3.6, and 3.7 illustrate the 10 random samples drawn from

the same distribution: “KDE density” (KDE here is an acronym for kernel density

estimator) is the estimated density using the KDE technique, and “true density”

is calculated using the Gaussian relation in Equation 3.39. The upper-left plots in

Figures 3.5, 3.6, and 3.7 compare the 10 different KDE density curves with the 10

different true density curves. The lower-left plots in Figures 3.5, 3.6, and 3.7 compare

the average KDE density curve (averaged over the 10 different measurements) with

the average true density curve. The right-hand side plots in Figures 3.5, 3.6, and 3.7,

on the other hand, illustrate the differences between the estimated density using

the KDE technique and the true density curve(s). A comparison of the distribution

of larger sample sizes (such as the one shown in Fig. 3.7) with the distribution of

smaller sample sizes (such as the one shown in Fig. 3.5) reveals that the discrepancy
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Figure 3.5. The true and KDE x distributions containing 1000 data points. The data points
are drawn from a Gaussian distribution 10 times. The red curve(s) are the KDE density
curve(s) while the green curve(s) are the true PDF(s). The left-hand side plots are the
10 random samples of the true density and the KDE density, while the right-hand side
plots are their averages.
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Figure 3.6. The true and KDE x distributions containing 10, 000 data points. The data
points are drawn from a Gaussian distribution 10 times. The red curve(s) are the KDE
density curve(s) while the green curve(s) are the true PDF(s). The left-hand side plots
are the 10 random samples of the true density and the KDE density, while the right-hand
side plots are their averages.
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Figure 3.7. The true and KDE x distributions containing 100, 000 data points. The data
points are drawn from a Gaussian distribution 10 times. The red curve(s) are the KDE
density curve(s) while the green curve(s) are the true PDF(s). The left-hand side plots
are the 10 random samples of the true density and the KDE density, while the right-hand
side plots are their averages.

between KDE and the true density becomes progressively smaller for larger samples.

As shown in Figures 3.5 through 3.7, the estimated density tends to be larger than

the true density in the tail of the distribution and smaller than the true density at the

core of the distribution. This effect is more apparent for smaller sample sizes than

for larger samples, indicating that the density estimated using the KDE technique

converges to the true density, f̂ → f as n→∞. This convergence to the true density

is also observed in the lower left-hand plots in Figures 3.5, 3.6, and 3.7, where the 10

estimated density curves in red converge to the true density in green as sample size

grows from 1000 to 100, 000.
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Figure 3.8. The variation of the bandwidth factorr, hfactor with the sample size.

How the estimated density changes with variations in the bandwidth parame-

ter depends on how the bandwidth parameter is defined. The bandwidth parameter

used in the muon beam cooling studies in MICE is Scott’s normal reference rule [45].

This bandwidth parameter was derived in Section 3.2 and its univariate and multi-

variate forms are defined in Equations 3.32 and 3.37. In both of these equations, the

bandwidth parameter depends on the sample size as well as the dimensionality of the

dataset. The dependence of the bandwidth parameter on the sample size is illustrated

in Figures 3.8 and 3.9. Figure 3.8 shows that as the sample size grows, the optimal

bandwidth parameter decreases; this is because as the sample size grows, the core,

as well as the tail of the distribution, becomes more populated. To compensate for

the closer proximity of the data points, the bandwidth parameter should decrease;

otherwise, the detailed features in the distribution would be obscured. The same

applies for smaller sample sizes: as shown in Figure 3.9, as the sample size decreases,

the occupancy of the data points becomes smaller, and the bandwidth parameter

must become large to ensure that the bandwidth does not overemphasize noise. Fig-
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Figure 3.9. An illustration of why the bandwidth parameter, h should depend on sample
size. h is fixed across the three contours. The contours represent the distribution of
the simulated muon beam at the entrance of the MICE upstream tracker. The sample
sizes change from 1000 → 10, 000 → 100, 000 going from left to right. h is too small for
the smallest sample size of 1000 (left) and optimal for the largest sample size of 100, 000
(right).

ure 3.9 is an illustration of this; the contour plots of two arbitrary coordinates and

the corresponding phase-space densities are estimated using the KDE technique.

3.4 Summary

The kernel density estimation (KDE) technique has been introduced: similar

to the histogram, it is a non-parametric density estimation technique; it estimates

the density without an assumption about the functional form of the data. Unlike the

histogram, it uses weight functions that are centered at each data point. As a result,

each data point directly contributes a weighted density value towards the estimated

distribution. Similar to the histogram, the width of the weight (kernel) function can

be tuned to represent the dataset under study better. The parameter used in tuning

the kernel width is known as the “bandwidth” parameter; it is selected such that

the deviation of the estimated density from the true density, known as the mean

integrated square error (MISE) is minimized. The true density in the case of MICE

muon beam (Fig. 3.3) is close to a Gaussian; hence the true density is taken to be

the normal distribution. This bandwidth selection approach is known as the normal
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reference rule or Scott’s rule of thumb. In Chapter 4, the KDE is applied to various

simulated beam distributions, including the MICE muon beam.
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CHAPTER 4

NOVEL APPLICATION OF KDE IN SIMULATION

4.1 Motivation

The application of the kernel density estimation (KDE) technique to a vari-

ety of simulated lattices, including MICE lattices with flat LiH and wedge-shaped

polyethylene absorbers, is studied in this chapter. Transverse beam cooling as well

as direct and reverse emittance exchange are demonstrated. A large dispersion can

be introduced in the MICE muon beam in simulation; this type of simulated data

can be used to demonstrate direct emittance exchange (transverse heating for lon-

gitudinal cooling). The MICE experimental data, however, have a relatively small

natural dispersion; as a result, when input into G4beamline for tracking of muons

across the wedge, they can demonstrate only reverse emittance exchange (transverse

cooling combined with longitudinal heating).

Sections 4.2 through 4.5 cover the results of simulations carried out using

the G4beamline [49] software package. In addition to G4beamline, for generating the

initial beam distribution, Monte Carlo simulation routines in the MICE Analysis User

Software (MAUS) [43] and Xboa [50] have been used. This initial beam is Gaussian

in shape. For the case of the flat LiH absorber, the input beam starts at the center

of the center coil in the upstream tracker and is matched to the field of the upstream

solenoid. The first simulation study was on a beam of muons traversing a quadrupole

magnet where no change in the muon beam density was observed.
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Table 4.1. Simulation parameters for studying a beam of muons of input emittance of 3π
mm·rad (to keep the notation short, the units of emittance will be written as mm in what
follows) and reference momentum of 200 MeV/c, traversing a quadrupole magnet.

Parameter Value

Quad Dimensions (Iron Length × Radius) 0.46× 0.38 m

Quad Field Gradient 1.15 T/m

Field Region (Field Length × Aperture) 0.396× 0.301 m

Beam Type Gaussian

σx and σy 0.03 m

σpx and σpy 0.003 GeV/c

4.2 Test with a Quadrupole Magnet

The KDE routine has been applied to a simulated muon beam traversing a

quadrupole magnet. The purpose of the study was to confirm that the estimated

muon beam density using the KDE technique is conserved along a quadrupole mag-

net (quad magnets are one of the most common lattice elements in an accelerator).

A generic quadrupole magnet geometry was constructed using G4beamline with the

specifications shown in Table 4.1. The generated input beam was selected to be Gaus-

sian in shape using G4beamline (Table 4.1). The beam sample consisted of 100, 000

muons with a reference momentum of 0.2 GeV/c (200 MeV/c). Two G4beamline vir-

tual detectors are placed in the quadrupole magnet, one at the upstream and the other

at the downstream quad field boundaries. The phase-space coordinate of each muon

is extracted from the virtual detectors in G4beamline. The transverse coordinates

in a quadrupole magnet are not correlated. As a result, the two-dimensional (2D)

(x, px) and (y, py) phase-space planes are separately analyzed (decoupled) using the
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Figure 4.1. (x, px) (top) and (y, py) (bottom) phase-space contours (drawn by contour
lines) for a muon beam distribution going from an upstream (left) to a downstream point
(right) inside a quad magnet. The quadrupole is focusing along x and de-focusing along
y, hence the asymmetry between x and y planes.

KDE technique. This simulation study was the first application of the KDE technique

to a focusing channel before its application to a MICE lattice (where the transverse

coordinates are coupled due to the presence of solenoid fields). Contour plots of each

of the (x, px) and (y, py) distributions are shown in Figure 4.1; the distributions are

colored based on the KDE density values. The phase-space coordinate of each muon

is extracted from the virtual detectors in G4beamline. The contours have constant

density values and particles residing within each contour have estimated densities

greater than or equal to the contour’s estimated density [48]. The plots illustrate

that the beam density does not change when the beam travels from the entrance of

the quadrupole magnet to its downstream field boundary; this is in agreement with
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Liouville’s theorem, which states that in the absence of energy loss, the phase-space

distribution function is constant. To produce the plots, the 2D coordinates are then

stacked into a single 2D array, and grid points (used in forming the contour plots)

are constructed for each transverse coordinate. The grid points are bounded by the

minimum and maximum x, px, y, py values, with 1, 000 points in–between, in each

direction. To estimate the density, Gaussian kernel functions with fixed kernel widths

(determined using Scott’s normal reference rule [45]) are centered at each grid point.

As shown in Figure 4.1, closer to the beam center (beam core), the density values

are higher than in the beam periphery. This general feature can be used to extract

a quantitative measure of the change in density for a given phase-space volume: the

constant density values corresponding to each contour can be plotted as a function

of the area (2D phase-space volume) enclosed by the contour (Fig. 4.2). The first

attempt at calculating the volume (or the x, px and y, py area) is made using Green’s

theorem [51]; one can take a contour C and bound an area, A with it. If one then

takes X to be a function of x and Y a function of px, the area A is:∮
C

(X dx+ Y dpx) =

∫∫
A

(
∂X

∂x
− ∂Y

∂px

)
dxdpx, (4.1)

where ∂X
∂x

denotes the partial derivative of X,
∮
C

the integral over a closed loop for

the contour C, and
∫∫

A
the 2D integral over x and px. The same relation holds for

(y, py).

Figure 4.2 is the plot of the estimated contour density using the KDE routine

versus the 2D area calculated using the Green’s theorem. As mentioned earlier, in a

quadrupole magnet, the 2D coordinates in each transverse plane are not correlated.

In the case of solenoidal fields, there is a correlation among all transverse coordinates

x, px, y, and py and because Green’s theorem does not take these correlations into

account (Eq. 4.1 lacks a covariance matrix term), it will not be used in calculating the

volume of the MICE muon beam. Instead, the volume is calculated using the Monte
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Figure 4.2. The contour density vs. beam area, from an upstream point in the quadrupole
magnet to a downstream point, for the 2D (left) (x,px) and (right) (y,py) beam distri-
butions. The slight discrepancy between upstream and downstream curves in the (y,py)
distribution is an artifact of the limited number of density contours considered.

Carlo approach (more on that below). The analysis in this section has demonstrated

that in a focusing channel (such as a quadrupole magnet) when the effect of energy

loss in the absorber is absent, the KDE density is conserved. Section 4.3 covers the

analysis of a muon beam that traverses the MICE experimental setup, containing a

solenoidal focusing channel (instead of a quadrupole focusing element).

4.3 Simulated MICE Baseline Lattice

The first simulation that tested the performance of the KDE technique in a

lattice similar to MICE is a so-called MICE “baseline” lattice. The baseline lattice

(Fig. 2.11) is a MICE lattice in which all the spectrometer solenoid coils are oper-

ational and running at design currents. The baseline lattice is in contrast with the

MICE experimental lattice where one of the downstream matching coils is off due

to an incident in 2015 (which rendered it nonoperational). Two different absorber

configurations are studied: a 65 mm LiH absorber and no absorber (empty–absorber

setting with absorber holder). The two lattice configurations (with or without ab-

sorber) have the same optics and magnet configurations. The on-axis magnetic field,

average momentum, and emittance across the 65 mm LiH absorber (displayed as a
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Simulation simulation

simulation

Figure 4.3. Plots of the on-axis magnetic field (upper left), average momentum (upper
right), and emittance (lower middle) for the MICE baseline lattice study. Note the
decrease across the absorber for all three plots. The B-field at the exit of the upstream
tracker is at 4 T and flips sign at the absorber to minimize the build-up of the net angular
momentum.
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Table 4.2. Currents of upstream SS and AFC as specified in G4beamline MICE lattice.
The downstream spectrometer coils have the same currents with flipped signs.

Coil Current A/mm2

End1 94.6

Center 106.7

End2 89.1

Match2 95.9

Match1 82.9

Upstream Focus 79.7

colored stripe at z = 0) are shown in Figure 4.3. The currents in the spectrometer

solenoid (SS) modules (shown in Table 4.2) are configured such that a constant ±4 T

field is maintained within the tracker volumes. In addition, the currents in both the

SS and AFC modules are such that their signs flip at the center of the absorber to

prevent net angular momentum build-up. The input beam emittance and reference

momentum are set to 3 mm and 140 MeV/c, respectively [48]. The choice of small

input emittance is to ensure minimized beam loss. The beam file containing the in-

formation on the initial beam distribution is generated using the Xboa [50] routine.

The G4beamline [49] simulation is then run using the initial beam distribution for

simulation of 10, 000 muons from the center of the center coil in the upstream tracker

to the center of the center coil in the downstream tracker. The optics and the mag-

net currents are optimized to ensure that the beam is matched downstream of the

absorber, leading to the 100% transmission of all muons to the downstream tracker

reference plane. The (x, px) muon beam distributions, upstream (leftmost plots) and

downstream (rightmost plots) of the 65 mm LiH absorber (lower plots) are shown in
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Figure 4.4. Phase-space contours before and after the LiH absorber [48].

Figure 4.4; the 2D contours are the (x, px) slices of the 4D transverse phase space.

The upstream and downstream curves on these plots are the beam distributions at

the tracker reference planes (upstream and downstream tracker stations closest to

the absorber). The upper plots in Figure 4.4 illustrate that there is no change in

density (per Liouville’s theorem) for a muon beam that does not traverse an absorber

(empty channel case). For the channel with a 65 mm LiH absorber (the lower pair

of plots), the cooling is qualitatively demonstrated as an increase in the core den-

sity from the upstream to the downstream tracker reference plane. The core of the

beam is the region that contains the highest density value compared with the rest of

the distribution. As the beam traverses the absorber, muons in the beam periphery

migrate towards the beam core as a result of beam cooling. The scattering effect

(heating effect explained in Section 2.1) can simultaneously cause a small subsample

of muons to migrate from the beam core to periphery (heating effect); however, the
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absorber, the optics, and solenoidal focusing fields are chosen such that the cooling

effect is dominant. Hence, most muons migrate from the beam periphery to the core

(cooling). In this thesis, one standard deviation from the center of the MICE muon

beam distribution is selected as the core; for a Gaussian beam in the four–dimensional

phase space, one standard deviation from the beam center contains 9% of the total

muon sample.

Figure 4.5 illustrates a more quantitative approach to characterizing the change

in density compared with the contour plots.26 The fourth root of the volume is the

mean radius of the 4D hyper-ellipsoid, with zero representing the beam center. The

log scale plots are used to clarify that the area under the curves is conserved (both

upstream and downstream distributions integrate to the same count of muons). In

the baseline lattice, the areas under the curves are expected to be conserved because

there is 100% transmission of all muons across the focus coils, in the two absorber

configurations studied. Similar to Figure 4.4, with a 65 mm LiH absorber in the

channel, the density increases at the core of the beam and decreases at larger mean

beam radii (the beam periphery). As expected from Liouville’s theorem, in an empty

lattice (no absorber in place, but with focus–coils present), no change in density is

observed as the beam travels from the upstream to the downstream tracker reference

plane.

In addition to the contour distributions and the density versus mean radius

plots, the evolution of the phase-space density across the absorber can be studied

(following the same format as the emittance evolution plot in Fig. 4.3). The evolution

of the core density is shown in Figure 4.6; it illustrates the evolution of the 9th-

percentile contour from the upstream to the downstream tracker reference plane and

26In the leftmost plots of Figure 4.5 the core of the distribution is better visual-
ized if the fourth root of the volume is taken; volume values become smaller by taking
the fourth root.
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Figure 4.5. Density versus the average beam radius in the 4D phase-space. The density
corresponds to the phase-space density of a contour of constant density while the volume
is the volume enclosed inside this contour. The contour corresponding to the core of the
beam has a mean radius value of 0.02 [m1/2 (GeV/c)1/2] [48].
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simulation

Figure 4.6. Evolution of the density of the 9th-percentile contour for two absorber configura-
tions: 65 mm LiH absorber and no absorber. The increase in density from the upstream
(z ≈ −1.8 m) to the downstream (z ≈ 1.8 m) tracker reference plane (vertical dashed
green lines) is a result of beam cooling.

demonstrates an increase in the core density (similar to Fig. 4.5), where the core

density increases as a result of muons migrating from the beam periphery to the

beam core. The beam core has been selected to be the one standard deviation from

the beam center. For a four–dimensional Gaussian beam, the one standard deviation

from the center of the distribution is the 9th-percentile contour [26]. The MICE

beam is nearly Gaussian, hence its one standard deviation is also taken as the the

contour containing 9% of the total muon sample. The evolution plot in Figure 4.6

demonstrates an increase in the core density of about 12%.

To produce the core density evolution plot, the kernel density estimator is

used to (the process of summing the kernel functions centered at each data point)

re-estimate the density over the core muons, once a core contour is found. The idea

is to first estimate the density everywhere (not just at the core of the beam) by sum-

ming over kernel functions of fixed widths centered at each muon. The widths of the

kernel functions are selected such that the resulting estimated distribution has the



83

simulation

Figure 4.7. Evolution of the volume of the 9th-percentile contour for two absorber config-
urations of 65 mm LiH absorber and no absorber. The reduction in volume from the
upstream (z ≈ −1.8 m) to the downstream (z ≈ 1.8 m) tracker reference planes (vertical
dashed green lines) are the results of beam cooling.

smallest deviation from the true density (true density is assumed to be Gaussian).

Such kernel width, known as optimal bandwidth parameter (explained in detail in

Section 3.2),27 ensures that the resulting estimated density is not overly smooth or

noisy. Once the core contour is found, the transverse phase-space coordinates of core

muons (muons with densities higher the density of the core contour density) are saved,

and the Gaussian kernel functions are re-evaluated over them. However, this time,

because the core has higher occupancy (data points are more closely spaced) than the

tail, the optimal kernel width is now smaller than when the tail of the distribution

was included in the density estimation process; this leads to an estimated distribution

that has, on average higher density than when the density is estimated everywhere in

the distribution. A comparison between the evolution plots (Figs. 4.6 and 4.7) and

the density versus radius plots (Fig. 4.5) demonstrates this effect. The fourth root of

27In general, the optimal bandwidth parameter is selected such that its value is
not too small for the tail (to prevent noise in the tail) and not too large for the core
(to prevent over-smoothing in the core).
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the volume in Figures 4.6 and 4.7 at the upstream (the left-most green dashed ver-

tical line) and the downstream tracker reference planes (the right-most green dashed

vertical line) are 0.026 [m·GeV/c]1/2 and 0.025 [m·GeV/c]1/2, respectively; these val-

ues match the average beam radius value of about 0.02 [m·GeV/c]1/2 in Figure 4.5

for both the upstream and the downstream curves. The upstream density value in

Figure 4.5 (corresponding to the mean radius value of 0.02 [m·GeV/c]1/2) is 1.6× 105

[m·GeV/c]−2, while the downstream density value (corresponding to the same mean

radius) is approximately 1.8 × 105 [m·GeV/c]−2. The percent change in the density

value as the beam traverses the absorber from Figure 4.6 is therefore about 11%,

which is in agreement with the density change of about 11% shown in Figure 4.5.

The volume can be calculated using a separate Monte Carlo (MC) approach.

The MC approach can be used to calculate the volume of any contour in the 4D

transverse phase space (e.g., Fig. 4.7, where phase space is divided into 1000 con-

tours, and each contour is calculated using the MC approach). The idea is first to

bound the contour under study by a hyper-rectangle. The minimum and maximum

values of the muons’ (x, px, y, py) phase-space coordinates (in the particular contour

under study) are the dimensions of the hyper-rectangle. A three-dimensional ex-

ample of the bounding hyper-rectangle is shown in Figure 4.8. The next step is to

throw randomly generated points (MC points) uniformly over the hyper-rectangle.

The volume of the contour is then the volume of the hyper-rectangle (calculated as

vrectangle = (xmax − xmin)× (pxmax − pxmin)× (ymax − ymin)× (pymax − pymin)) multi-

plied by the number of MC points, n enclosed within the contour under study (red

points in Fig. 4.8) as a fraction of the total number of generated MC points, N (red

and black points in Fig. 4.8): vrectangle × n
N

. The MC points inside the contour are

found and counted based on their density values: points inside the contour have den-

sity values greater than the contour density. In Figure 4.7, the MC approach is used
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Figure 4.8. A three-dimensional illustration of the volume calculation using the MC ap-
proach. The MC points are generated uniformly within the three-dimensional bounding
box. Only the MC points that reside within the bounded contour (red points) are used
to calculate the contour volume.

to compute the core (9th-percentile) contour at 13 z positions,28 from the upstream

to downstream tracker reference plane. The phase-space volume of the beam core is

conserved in the drift regions between the upstream tracker reference plane and the

absorber (from z = −1.8 m to z = −0.0325 m). Once the beam core reaches the LiH

absorber (at z = −0.0325 m) and travels through it, its phase-space volume decreases

by ≈ 8%, as a result of ionization cooling. There is no change in volume in the case of

an empty absorber lattice (a lattice with no absorber). The core volume is conserved

between the absorber and the downstream tracker reference plane (from z = 0.0325

m to z = 1.8 m). The fluctuations in the volume curve are due to the statistical

(randomly generated points) nature of the volume calculation.

The analysis in this section has demonstrated the cooling performance of a

28Each z position in the evolution plots is the location of a G4beamline virtual
detector, with the most upstream virtual detector located at the upstream tracker
reference plane and the most downstream one located at the downstream tracker
reference plane.
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solenoidal focusing channel: in the absence of an absorber (i.e., energy loss), the

estimated phase-space density and volume (in agreement with Liouville’s theorem)

are conserved. In the presence of a 65 mm LiH absorber, however, there is an increase

in the estimated phase-space density and a reduction in the phase-space volume at

the core of the beam. This, combined with a simultaneous reduction in the density

and increase in the volume of the muons residing outside of the beam core (shown in

Figure 4.5), makes up the expected ionization cooling signal for a beam of muons –

muons at the beam periphery migrate to the beam core as a result of beam cooling.

4.4 Simulated MICE Lattice – a “least desirable” realistic case

The previous section demonstrated the performance of the KDE technique

with a lattice configuration that had all solenoid magnet coils operating according to

design. Such a lattice can be considered as the “best-case” lattice. Some of the MICE

experimental data, however, was collected when one or two downstream matching

coils were turned off due to an incident in 2015 (which rendered match coil 1 in the

downstream SS nonoperational). Therefore, in this section, the KDE performance is

evaluated for a more realistic lattice where both downstream match coils (Fig. 4.9)

are turned off; this lattice is considered the least desirable realistic lattice (due to a

larger mismatch in the beam exiting the absorber, compared to the majority of MICE

experimental data, which was collected while only the downstream match coil 1 was

turned off). The coil currents (also used in collecting some of the MICE experimental

data) are displayed in Table 4.3. The input beam distribution is generated using

MAUS [43] and xboa [50] and is tracked through the G4beamline MICE lattice,

traversing a 65 mm LiH absorber. The reference momentum is 140 MeV/c, and two

input emittance configurations are studied: 6 mm (known as the 6–140 setting) and

10 mm (known as the 10–140 setting). The equilibrium emittance for the two input

beam configurations are the same (5 mm); as a result, the cooling performance is
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Figure 4.9. The schematics of the MICE displaying the locations of the superconducting
coils in the SS and AFC.

expected to be larger for the 10–140 setting than for the 6–140 case. In each of the

two settings, the input beam distribution starts with 10, 000 muons. However, 89%

and 85% of muons in the respective 6–140 and 10–140 settings are transmitted from

the upstream to the downstream tracker reference plane; the beam loss (referred to

as scraping) is due to a“mismatch” (muon beam distribution not matching the radius

of the tracker in size) in the beam distribution at the exit of the absorber (as a result

of the turned–off downstream match coils), an effect that causes the beam to distort

in shape and exceed the acceptance in the downstream tracker. The evolution of the

phase-space density and volume for the 6–140 and the 10–140 input beam settings

are shown in Figures 4.10a, 4.11a, 4.10b, and 4.11b. These plots are produced by

summing over Gaussian kernels that are centered at each muon’s 4D phase–space

coordinates, (x, px, y, py). The core muons are isolated using the estimated density

information of all muons (using a binary search approach). The Gaussian kernels are

then re-centered at the core muon’s 4D phase–space coordinates; this leads to the

estimated density corresponding to the core (9th-percentile) contour.29 The density

curves in Figures 4.10a and 4.11a are therefore the densities corresponding to the core

contour or the 9th percentile contour. Likewise, the volume curves in Figures 4.10b

and 4.11b are the 9th-percentile contour volumes. The MC routine (explained in

29The 9th-percentile contour was chosen to be the one σ of the beam distribution
following a Gaussian beam assumption.



88

Table 4.3. Currents of upstream SS and AFC as specified in G4beamline MICE lattice.
The downstream spectrometer coils have the same currents with flipped signs.

Coil Current [A]

Upstream End1 205.8

Upstream Center 205.8

Upstream End2 205.8

Uptsream Match2 171.9

Upstream Match1 211.7

Focus 57.9

Downstream Match1 0

Downstream Match2 0

Downtsream End2 205.8

Downstream Center 205.8

Downstream End1 205.8
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Section 4.3) is used in calculating the core volume. In Figures 4.10a and 4.10b, where

the beam setting under study is 6–140, the core density increases by about 16%, and

the core volume is reduced by about 17%. The 10–140 plots shown in Figures 4.11a

and 4.11b demonstrate a larger cooling effect than the 6–140 case: a 21% increase in

the core density and 20% reduction in the core volume. This larger cooling effect is

due to the larger (than the 6 mm input emittance) input emittance compared with

the equilibrium emittance of 5 mm. In addition, the 10–140 optics suffers from larger

transmission loss than the 6–140 beam setting; the beam has a larger volume to

start with, fully populating the tracker acceptance region. This causes more muons

to scrape from the beam periphery downstream of the absorber, compared with the

6–140 case; for this reason, the setting used for this simulation study is known as the

least desirable setting and is not further pursued.

In addition to the evolution plots, the change in all contour densities for fixed

amplitude can be studied. Amplitude is the measure of the distance of each muon

from the beam center in the 4D phase space. Its conceptual diagram in the 2D

(x,px) phase space is shown in Figure 4.12. The white curve in Figure 4.12 bounds

the muon beam phase-space distribution in (x, px) and represents the approximate

constant amplitude of the beam 2D ellipse. One particular muon, shown with a large

marker size in Figure 4.12, is illustrated as residing on a constant amplitude contour.

The colors in Figure 4.12 are the density values obtained using the KDE technique.

It can be observed from Figure 4.12 that several density values are associated with

the same constant amplitude curve; this is because the constant-amplitude contour

(white curve) tends to cross some number of constant-density contours.

To compute amplitude, first the normalized emittance, ε⊥, is computed and

then the Mahalanobis distance [53] (~r T Σ ~r of each muon in the sample from the
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Figure 4.10. Evolution of the density (a) and volume (b) of the 9th-percentile contour
for two absorber configurations of 65 mm LiH absorber and no absorber. The changes
in density and volume from the upstream (z ≈ −1.8 m) to the downstream (z ≈ 1.8
m) tracker reference planes (vertical dashed green lines) are the results of beam cooling
(6–140 beam setting) [52].
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Figure 4.11. Evolution of the density (a) and volume (b) of the 9th-percentile contour
for two absorber configurations of 65 mm LiH absorber and no absorber. The changes
in density and volume from the upstream (z ≈ −1.8 m) to the downstream (z ≈ 1.8
m) tracker reference planes (vertical dashed green lines) are the results of beam cooling
(10–140 setting) [52].
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Figure 4.12. An illustration of the amplitude concept in the x-px phase space. The contours
of constant density are drawn using the kernel estimated density. The black dots represent
the muons in the phase space, and a constant amplitude contour is shown in white.

beam center is calculated,

A⊥ = ε⊥ ~r
T Σ−1 ~r, (4.2)

where Σ is the covariance matrix, r the transverse phase space vector (x, px, y, py),

and ~r T the transpose of the phase-space coordinate vector r. If the beam is not fully

centered at the origin, ~r is replaced by ~r − ~r0 where ~r0 represents the coordinates of

the beam centroid (Fig. 4.12). Therefore, in addition to representing the emittance,

amplitude accounts for the distances between muons and the beam center.

Figures 4.13 and 4.14 are plots of phase-space density estimates (obtained

using the KDE technique) versus 4D transverse amplitudes for the 6–140 and 10–140

input beam settings, respectively. As shown in the topmost plots in Figures 4.13

and 4.14, the density versus amplitude curves are broad; this is because the constant

amplitude surfaces extend over a number of constant density surfaces. This leads to

multiple density values for the same amplitude (referring back to Fig. 4.12). The lower
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Figure 4.13. Density versus amplitude for the MICE lattice with 6–140 input beam set-
ting [52].
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Figure 4.14. Density versus amplitude for the MICE lattice with 10–140 input beam set-
ting [52].

plots of Figures 4.13 and 4.14 are obtained by uniformly binning the amplitudes in

the upper plots and averaging over the density values residing within each bin. These

average density versus amplitude plots illustrate the increase in density at smaller

beam amplitudes for the 6–140 and 10–140 input beam settings. The error bars are

the standard deviations of the density values within each bin. The increase in the

core density (at smaller amplitudes) is observed.
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4.5 Simulated Cooling Performance with a Wedge–shaped Absorber

Up to this point, only simulation studies involving a flat LiH absorber have

been covered. To demonstrate longitudinal or 6D cooling, however, a wedge-shaped

absorber must be used (as described in Section 2.1). In the simulation, the wedge

absorber can be used to demonstrate direct and reverse emittance exchange. In

direct emittance exchange, the beam cools in the longitudinal direction cooling in ex-

change for transverse heating. Reverse emittance exchange leads to transverse cooling

in exchange for longitudinal heating. The corresponding simulation parameters are

shown in Table 4.4, and, as before, the simulated MICE lattice is constructed using

G4beamline. The SS and AFC currents are the same as those used in collecting some

of the MICE experimental data (shown in Table 4.5). The simulated beam must have

dispersion at the location of the absorber to demonstrate (direct) emittance exchange.

However, a beam distribution traversing a solenoid magnet (e.g., upstream SS mod-

ule in MICE) does not preserve its dispersion.30 For this reason, instead of starting

with the desired dispersion at the entrance of the upstream tracker, a dispersion is

introduced in the beam at the center of the wedge (starting point is the center of the

wedge; the wedge, however, has been removed to prevent any loss of dispersion in the

presence of material). The absorber is then removed, and the particles are tracked in

the downstream SS but using the upstream coil currents. The resulting beam is then

massaged to look like an upstream beam by reversing the transverse momentum and

time coordinates, px = −px, py = −py, and t = −t. At this point, the beam is input

into G4beamline for tracking of 20, 000 muons from the center of the upstream center

coil to the center of the downstream center coil.

30A charged particle traversing a focusing solenoidal channel receives a “momen-
tum kick” depending on where it is located in the transverse phase plane; charged
particles with higher transverse momenta are kicked into lower transverse momentum
values, causing the dispersion to shrink.
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Table 4.4. Parameters of the G4beamline simulation for the emittance exchange studies.

Parameter Value

Wedge Angle [o] 45

Wedge On-axis Length [mm] 52

ε⊥ [mm] 6

β⊥ [mm] 400

Dy [mm] (dispersion) 300

Dx [mm] 0

pref [MeV/c] 140

Table 4.5. Currents of upstream and downstream SS and AFC coils as specified in
G4beamline MICE lattice with a wedge absorber.

Coil Current [A]

Upstream End1 205.7

Upstream Center 205.7

Upstream End2 205.7

Uptsream Match2 168.2

Upstream Match1 191.0

Upstream Focus 129

Downstream Focus −129

Downstream Match1 0

Downstream Match2 −195.7

Downtsream End2 −144.0

Downstream Center −144.0

Downstream End1 −144.0
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The coordinates in the full six-dimensional (6D) phase space are (x, px, y, py,

∆E, ∆t), where ∆E, ∆t are the differences between each muon’s energy and time and

the beam distribution’s average energy and time (∆E = Ei−Emean and ∆t = ti−tmean

where i represents the ith muon in the sample). In 6D, Gaussian kernel functions are

centered at each muon in the six-dimensional phase space. For tracking the evolution

of the core density and volume, the next step is to isolate the core muons. In 6D, the

contour corresponding to the beam core is chosen to be the 2nd-percentile contour,

containing 2% of the muon sample (the one standard deviation from the center of the

beam distribution in 6D, assuming a Gaussian beam). The volume of the core con-

tour is calculated by applying the MC volume calculation routine to the core muons.

The evolutions of the phase-space density and volume are shown in Figures 4.15a

and 4.15b. The error bars are the standard deviations of the densities and volumes

of the 10 subsamples of 1, 000 muons. The 6D phase-space density and volume are

shown in Figure 4.15a; the large error bars are due to small statistics within the 2nd-

percentile contour. The longitudinal density and volume evolution plots (Figs 4.16a

and 4.16b) illustrate the evolution of the core contour in the 2D longitudinal phase

space; the core contour in the 2D corresponds to the 24th-percentile contour, contain-

ing the 24% subsample of all muons in the sample. The longitudinal cooling shown in

Figures 4.16a and 4.16b combined with the transverse heating shown in Figures 4.17a

and 4.17b illustrate an unambiguous sign of emittance exchange (longitudinal cooling

in exchange for transverse heating). If no dispersion is introduced via the method

described above, by the time the MICE muon beam arrives at the wedge, it has a

small natural dispersion (Dy ≈ 50 mm). This natural dispersion, if smaller than

300 mm, is not enough to demonstrate (direct) emittance exchange; however, it can

be used to demonstrate reverse emittance exchange: the beam acquires a momentum

spread after passing through the wedge leading to longitudinal heating and transverse

cooling. To demonstrate reverse emittance exchange, the same G4beamline lattice as
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Figure 4.15. Evolution of the density (a) and volume (b) of the 2nd-percentile contour for
the wedge absorber simulation. The 6D density and volume changes from the upstream
(z ≈ −1.8 m) to the downstream (z ≈ 1.8 m) tracker reference planes (vertical dashed
green lines).
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Figure 4.16. Evolution of the density (a) and volume (b) of the 24th-percentile contour for
the wedge absorber simulation. The changes in density and volume from the upstream
(z ≈ −1.8 m) to the downstream (z ≈ 1.8 m) tracker reference planes (vertical dashed
green lines) are the results of longitudinal beam cooling.
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Figure 4.17. Evolution of the 4D density (a) and volume (b) of the 9th-percentile contour for
the wedge absorber simulation. The changes in transverse density and volume from the
upstream (z ≈ −1.8 m) to the downstream (z ≈ 1.8 m) tracker reference planes (vertical
dashed green lines) are the results of transverse beam heating.
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for the emittance exchange analysis was used. The input beam, however, is the MICE

experimental data collected in December 2017 (reconstructed position and momen-

tum of each muon at the most upstream tracker plane). A sample of 100, 000 muons

from experimental data was input to G4beamline for simulating the distribution of

muons at the five tracker stations in each tracker, moving from the most upstream to

the most downstream tracker station while traversing the wedge absorber (a so–called

“hybrid MC approach”). Figures 4.18a through 4.20b demonstrate 6D beam heating

and the reverse emittance exchange effect: transverse cooling (density increase of 35%

and volume reduction of 25%) and longitudinal heating (density reduction of 56% and

volume increase of 55%).
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Figure 4.18. Evolution of the density (a) and volume (b) of the 2nd-percentile contour. The
changes in density and volume from z ≈ −1.8 × 103 mm to z ≈ 1.8 × 103 mm tracker
reference plane (vertical dashed green lines) are the results of 6D heating or reverse
emittance exchange.
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Figure 4.19. Evolution of the density (a) and volume (b) of the 24th-percentile contour for
wedge simulation. The changes in density and volume from the upstream (z ≈ −1.8×103

mm) to downstream (z ≈ 1.8 × 103 mm) tracker reference plane (vertical dashed green
lines) are the results of beam heating in the longitudinal direction.



104

2 0 2
Z [mm] 1e3

1.4

1.5

1.6

1.7

1.8

1.9

Tr
an

sv
er

se
 D

en
sit

y 
[1

/m
m

2 (
M

eV
/c

)2 ]

1e 3
MICE Preliminary
ISIS Cycle 2017/03
Simulation

[
T

ra
ns

ve
rs

e 
d

en
si

ty
-1

(a)

2 0 2
Z [mm] 1e3

1.6

1.8

2.0

Tr
an

sv
er

se
 V

ol
um

e 
[m

m
2 (

M
eV

/c
)2 ]

1e6
MICE Preliminary
ISIS Cycle 2017/03
Simulation

(b)

Figure 4.20. Evolution of the density (a) and volume (b) of the 9th-percentile contour for
the wedge absorber simulation. The changes in density and volume from the upstream to
downstream of the wedge (vertical dashed green lines) are the results of transverse beam
cooling.
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4.6 Summary

The performance of the KDE technique was first studied in a quadrupole focus-

ing channel, where (per Liouville’s theorem) in the absence of material, the estimated

density was conserved. The kernel density estimator was then applied to a simulated

beam distribution traversing a matched solenoidal channel using a so–called MICE

“baseline lattice” geometry; all the magnets were operating at nominal currents, and

a flat LiH absorber was placed in the channel. No muon transmission loss was ob-

served with these settings, and using the KDE technique, transverse beam cooling

was demonstrated in the form of an increase in the beam core phase-space density and

reduction in the beam core phase-space volume. Then, the kernel density estimator

was applied to a beam distribution traversing a lattice where the magnet currents

deviated from those of the “baseline lattice”: the matching coils downstream of the

LiH absorber were turned off, causing the beam distribution to become mismatched

at the exit of the absorber and the muon transmission loss to drop below 90% (about

85%). Despite such mismatched optics (leading to a non-Gaussian beam distribu-

tion at the exit of the absorber), the estimated density using the KDE approach still

demonstrated an increase in the core phase-space density and reduction in the core

phase-space volume. The core phase–space evolution plots showed core density in-

crease and core volume reduction; however, they did not provide a complete picture of

the beam cooling signal: muons in the tail of the distribution migrating to the beam

core. Therefore, for a complete analysis of the cooling signal, a data visualization

approach should be selected such that an increase in the core density accompanied by

a simultaneous reduction in the phase-space density in the beam periphery is shown.

For this, a range of phase-space contour densities at their given beam radii (density

versus average beam radius plots) was constructed, where the expected cooling sig-

nal (muons in the tail of the distribution migrating to the beam core) was observed.



106

The same type of studies (as above) were done for a cooling channel containing a

polyethylene wedge–shaped absorber. A wedge absorber is capable of exchanging the

transverse cooling (as obtained with a flat LiH absorber) for longitudinal cooling. The

kernel density estimator was used in studying the muon beam distribution traversing

the wedge absorber, and both direct and reverse emittance exchange were observed.
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CHAPTER 5

NOVEL APPLICATION OF KDE IN DATA

MICE has collected a total of 350 million particle triggers31 with various beam-

line, magnetic, and absorber configurations (Fig. 5.1). In this chapter, two different

absorber configurations are studied: a 65 mm LiH absorber and a 45 degree polyethy-

lene wedge absorber. The beam setting with which the data were collected is 6–140,

and the magnet coil currents are the same as those in Table 4.5.

The MICE data structure has multiple “layers.” A “spill” (each dip of the

MICE target into the proton beam) is the topmost layer; in each spill, raw signals

(raw data) from trackers and PID detectors is collected by the MICE data acquisition

(DAQ) system. For physics analysis (e.g., cooling measurements based on the position

and momentum of each muon), the raw data need to be reconstructed using a set of

offline detector-specific reconstruction routines; the reconstruction routines convert

the raw signals into measurements corresponding to the properties of a given particle

traversing the PID detectors and trackers. The reconstructed data is the final layer

of the MICE data structure used for beam cooling studies.

A typical MICE data file is written as a ROOT ntuple [55]; Figure 5.2 [56]

shows an example of the structure within such a data file. The ntuple consists of

tree entries, each entry corresponding to a step in the reconstruction process (e.g.,

tracker digit, cluster, space-point, reconstructed track) in one spill. The MC branch

in the tracker data structure is the (simulated) Monte Carlo (MC) truth; it is recon-

structed (referred to as MC recon) using the same reconstruction routines as those

31A trigger is a criterion used to decide which detector signals (from particles
interacting in the detector) to record when only a fraction of the total can be recorded
(due to limitations in data storage capacity).
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Figure 5.1. The total number of particle triggers as recorded by the ToF1 detector in the
course of MICE operation [54].

used to reconstruct MICE raw data. For a comparison of the experimental data with

simulation, the MC recon data are compared with the experimental data (more on

this comparison in Sections 5.1 and 5.2). As shown in Figure 5.2, the final product

in the tracker reconstruction process is the “SF (Scintillating Fiber) Helical Kalman

Track” which contains entries for each muon’s position and momentum coordinates

along each spatial direction, x, y, and z. This is the information used for the beam

cooling analysis in Sections 5.1 and 5.2.
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Figure 5.2. The typical MICE data structure [56].

5.1 LiH Flat Absorber Analysis

The MICE LiH data were collected with a 65 mm flat LiH absorber placed

inside the AFC module. The coils in the SS and the AFC modules were operating

at the current values specified in Table 4.5; only the downstream matching coil 1

was turned off for this dataset (Fig. 4.9). The input beam and reference momentum

values were respectively 6 mm and 140 MeV/c (6–140 setting) and data were collected

using the “pionic beam” setting (Fig. 2.12).

Two types of beam selection cuts are applied to the LiH data: particle-

identification (PID) and data quality. The purpose of the PID cut is to minimize

beam impurity by rejecting contaminating particles such as electrons and pions from

the MICE beam. The purpose of the data quality cut is to minimize reconstruction

inefficiency.32 In the case of the PID cuts, muon ToF (time-of-flight from ToF0 to

ToF1) and momentum range are selected; Table 5.1 lists the ranges of muon ToF and

momenta used in the selection. The momentum versus ToF distributions before and

after the cut are displayed in Figures 5.3 and 5.4. To implement the data quality

cuts, only those muons that are within the “tracker fiducial area” and have a “ToF0

32The reconstruction efficiency quantifies how well a reconstruction algorithm
reconstructs the raw detector signals.
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Table 5.1. List of PID cuts applied to the LiH experimental and simulated data along with
their respective selected values.

Cut Type Cut Values

ToF 28 to 32 ns

Upstream Momentum 130 to 150 MeV/c

Downstream Momentum 80 to 200 MeV/c

Fiducial Area r⊥ > 150 mm

and ToF1 single spacepoint” and “single track” are selected. The purpose of a ToF

single spacepoint cut is to remove muons that enter the experiment within the same

trigger window and leave more than one spacepoint in ToF0 and ToF1.33 The pur-

pose of a single track cut is to isolate muons that consistently hit all tracker planes.

The single track cut does not remove muons that scrape downstream of the absorber

(scraping muons). Since the scraping muons make it past the absorber, they should

be included in the beam cooling sample. Therefore, the single track cut is used only

to discard muons that have intermittent hits on the tracker stations (e.g., producing

a signal in tracker stations 5, 3, 2, 1 but not in 4). The tracker fiducial area cut is

used to discard muons that are not correctly reconstructed in the trackers and are

found outside of the tracker transverse radius (r⊥ =
√
x2 + y2 > 150 mm).

Two types of data were analyzed and compared: the reconstructed Monte

Carlo truth (muon position and momentum coordinates first recorded by virtual de-

tectors and then reconstructed using the MAUS reconstruction routine) referred to as

MC recon and the (experimental) data (containing the raw detector signals that are

reconstructed offline by the MAUS reconstruction routine). The upstream and down-

stream distributions (at the upstream and the downstream tracker reference planes)

33Each ToF detector consists of two perpendicularly oriented scintillator slabs
along the x and y projections; a ToF spacepoint is formed when particles hit both
ToF slabs.



111

ToF [ns]
25 30 35

up
st

re
am

 p
 [M

eV
/c

]

100

150

200

0

20

40

60

80

100

120
MICE [preliminary]
ISIS Cycle 2017/03

LiH 6-140 MAUS v3.2.0

0

20

40

60

80

100

120
MICE [preliminary]
ISIS Cycle 2017/03

LiH 6-140 MAUS v3.2.0

Data

ToF [ns]
25 30 35

up
st

re
am

 p
 [M

eV
/c

]

100

150

200

0

20

40

60

80

100

120
MICE [preliminary]
ISIS Cycle 2017/03

LiH 6-140 MAUS v3.2.0

0

20

40

60

80

100

120
MICE [preliminary]
ISIS Cycle 2017/03

LiH 6-140 MAUS v3.2.0

Data

ToF [ns]
25 30 35

do
w

ns
tre

am
 p

 [M
eV

/c
]

100

150

200

0

20

40

60

80

100

120
MICE [preliminary]
ISIS Cycle 2017/03

LiH 6-140 MAUS v3.2.0

0

20

40

60

80

100

120
MICE [preliminary]
ISIS Cycle 2017/03

LiH 6-140 MAUS v3.2.0

Data

ToF [ns]
25 30 35

do
w

ns
tre

am
 p

 [M
eV

/c
]

100

150

200

0

20

40

60

80

100

120
MICE [preliminary]
ISIS Cycle 2017/03

LiH 6-140 MAUS v3.2.0

0

20

40

60

80

100

120
MICE [preliminary]
ISIS Cycle 2017/03

LiH 6-140 MAUS v3.2.0

Data

Figure 5.3. ToF versus upstream (upper plots) and downstream (lower plots) tracker mo-
mentum before (leftmost plots) and after (rightmost plots) the PID cuts applied on MICE
data; these cuts are used to select the ToF and momenta corresponding to a muon beam
in data. The cuts follow the MICE analysis convention. Note that the colorbars are the
counts, normalized to the upstream total muon count (hence the same maximum count
in all plots).
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Figure 5.4. ToF versus upstream (upper plots) and downstream (lower plots) tracker mo-
mentum before (leftmost plots) and after (rightmost plots) the PID cuts applied on MC
recon sample; these cuts are used to select the ToF and momenta corresponding to a
muon beam in MC recon. The cuts follow the MICE analysis convention.
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Figure 5.5. Comparison of the distributions in x (upper plots) and y (lower plots) before
(left) and after (right) the LiH absorber (at the upstream and the downstream tracker
reference planes) in simulation (MC recon) and (MICE experimental) data.

for each of the transverse coordinates in data and MC recon are shown in Figures 5.5

and 5.6; they illustrate a qualitative agreement between simulation and data.

Because of the correlations between the transverse coordinates (introduced

by the solenoidal fields of the SS and AFC), a one-dimensional distribution of each

coordinate is not sufficient for demonstrating beam cooling. The phase-space plots in

Figures 5.7, 5.8, 5.9, and 5.10 can be used as a qualitative measure of the beam cooling:

each plot represents a phase-space projection. The points are the individual muons

and the colors the estimated (4D) densities (obtained using the KDE technique). The

core estimated densities in the experimental and simulated phase-space projections

are observed to increase as a result of transverse beam cooling. This is apparent from

an increase in color brightness (colors are the estimated densities in units of [mm2

(MeV/c)2]−1) towards the beam center in the downstream phase-space projections

(Figs. 5.8 and 5.10). In addition, a qualitative comparison between data (Figs. 5.7



114

Figure 5.6. Comparison of the distributions in px (upper plots) and py (lower plots) before
(left) and after (right) the LiH absorber in simulation (MC recon) and (MICE experi-
mental) data.

and 5.8) and MC recon (Figs. 5.9 and 5.10) reveals that the MC recon upstream

distributions tend to occupy larger volumes than the upstream beam distributions in

data. This discrepancy between data and simulation could be due to the simulated

MICE beamline not being fully optimized in MAUS.

A more quantitative measure of beam cooling can be done by plotting the

density versus the average beam radius. In the transverse plane, the plots are shown

in Figures 5.11a and 5.12a. Both data and MC recon demonstrate transverse beam

cooling (a 12% increase in data at the core beam radius and a 19% increase in MC

recon at the core radius); core density at the low beam radii (located at 20 [MeV/c

mm]1/2) increases as a result of muons migrating from the beam periphery to beam

core. As discussed earlier, in Figures 5.7–5.10, the upstream MC recon distribution

occupies a larger volume than the upstream data distribution. This causes discrep-

ancies in the density estimates and transmission (91% in data and 87% in MC recon)
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Figure 5.7. Phase-space plots of the upstream data sample.

Figure 5.8. Phase-space plots of the downstream data sample.
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Figure 5.9. Phase-space plots of the upstream MC recon sample.

Figure 5.10. Phase-space plots of the downstream MC recon sample.



117

(a)

(b)

Figure 5.11. Contour density versus the average beam radius in the transverse (upper plot)
and the longitudinal direction (lower plot) in data; the increase in the beam core density
in the transverse direction and decrease in the core density in the longitudinal direction
are the expected beam cooling signals from a flat absorber.
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(a)

(b)

Figure 5.12. Contour density versus the average beam radius in the transverse (upper plot)
and the longitudinal direction (lower plot) in MC recon; the increase in the beam core
density in the transverse direction and decrease in the core density in the longitudinal
direction are the expected beam cooling signals from a flat absorber.
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between data and MC recon samples; the MC recon emittance is farther from the

equilibrium, which leads to a larger increase in density. In the longitudinal plane,

whose coordinates are the muon energy (E =
√
p2
µ +m2

µ), the density versus average

beam radius plots (Figs. 5.11b and 5.12b) demonstrate heating; this is an expected

result with a flat LiH absorber. The transverse density versus average beam radius

plots are obtained using the KDE technique and the MC volume calculation routine

(explained in Section 4.3); the density of each muon is estimated in the 4D phase

space, and contours (a total of 1000 contours formed) of constant density are found.

The volume of each contour is then calculated and the estimated density is plotted

against the fourth root of the volume. The error bars in Figures 5.11a, 5.11b, 5.12a,

and 5.12b are obtained by dividing up the upstream and downstream muon samples

into 10 subsamples of about 7000 muons each and taking the standard deviation of

the 10 subsamples at each beam radius.
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5.2 Polyethylene Wedge–shaped Absorber Analysis

The wedge data were collected with a 45-degree polyethylene wedge absorber

(with an on-axis length of 52 mm). Figure 5.13 shows the orientation of the wedge in

the AFC. Looking towards the downstream tracker, the thicker edge of the wedge was

placed at larger x values, and the thinner edge was located at x = −62.77 mm. The

coils in the SS and AFC modules were operating at the values specified in Table 4.5;

only the downstream matching coil 1 was turned off for this dataset (Fig. 4.9). The

input beam and reference momentum values were 6 mm and 140 MeV/c respectively

(6–140 setting) and data were collected using the “pionic beam” setting (Fig. 2.12).

The same type of PID cuts as for the LiH data (Section 5.1) were applied to the wedge

dataset (Table 5.1). The data quality cuts are the same as those used in studying the

LiH dataset (Section 5.1 and Table 5.1). The momentum versus ToF distributions

at the upstream and the downstream tracker reference planes before and after the

PID cuts for data and MC recon are displayed in Figures 5.14 and 5.15. Unlike the

LiH data, the downstream momentum distributions in both MC recon and data are

broader. This is a manifestation of the reverse emittance exchange effect: muons with

higher x values pass through the thicker edge of the wedge and lose more momentum,

acquiring an x-pz correlation. This effect is best illustrated in Figures 5.16a, 5.16b,

5.17a, and 5.17b; the upstream longitudinal momentum and x position (upper plots)

are seen to acquire correlations downstream of the wedge absorber.

The individual transverse coordinates in data and MC recon are shown in

Figures 5.18 and 5.19; according to these plots, there is a qualitative agreement

between data and simulation. The longitudinal coordinate in MC recon and data are

also shown in Figures 5.20a and 5.20b. Similar to the LiH data, only muon energies

are used to construct the longitudinal coordinate; the time coordinate is not included

because it is only necessary when an RF cavity is present in the cooling channel
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Figure 5.13. Photo of the wedge absorber installed inside the Focus Coil before insertion in
the beam.
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Figure 5.14. ToF vs. upstream (upper plots) and downstream (lower plots) tracker mo-
mentum before (left plots) and after (right plots) the PID cuts; these cuts are used to
select the ToF and momenta corresponding to a muon beam in data and follow the MICE
convention.
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Figure 5.15. ToF vs. upstream (upper plots) and downstream (lower plots) tracker momen-
tum before (leftmost plots) and after (rightmost plots) the PID cuts; these cuts are used
to select the ToF and momenta corresponding to a muon beam in MC recon and follow
the MICE analysis convention.
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Figure 5.16. The wedge absorber introduces an x-pz correlation in the MICE experimental
beam (data); this is the result of reverse emittance exchange.
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(a)

(b)

Figure 5.17. The wedge absorber introduces an x-pz correlation in the MICE simulated
beam (MC recon); this is the result of reverse emittance exchange.
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Figure 5.18. Comparison of the distributions in x (upper plots) and y (lower plots) before
(left) and after (right) the LiH absorber (at the upstream and the downstream tracker
reference planes) in simulation (MC recon) and (MICE experimental) data.

Figure 5.19. Comparison of the distributions in px (upper plots) and py (lower plots)
before (left) and after (right) the LiH absorber in simulation (MC recon) and (MICE
experimental) data.
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(a)

(b)

Figure 5.20. Comparison of the energy distributions upstream (upper plots) and down-
stream (lower plots) of the wedge absorber in data and MC recon.
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Figure 5.21. Phase-space plots of the upstream data sample.

(MICE final configuration, as shown in Figure 2.11, did not have an RF cavity in the

channel).

Phase-space plots of MC recon and data are shown in Figures 5.21, 5.22,

5.23, and 5.24; the points in these plots are the individual muons, and the colors

the estimated densities (obtained using the KDE technique) in the four-dimensional

phase space. Similarly to the LiH analysis, it can be observed that there is an increase

in the core density as a result of transverse beam cooling; this is apparent from the

increase in color brightness (estimated density in unit of [mm2 (MeV/c)2]−1) towards

the beam core as the beam travels from the upstream tracker reference plane to the

downstream (Figs. 5.22 and 5.24). Similarly to the LiH distributions, the MC recon

upstream beam distribution tends to occupy a slightly larger area than the upstream

beam distribution in data; this causes the transmission to differ in MC recon than

data (transmission is 82% in MC recon and 87% in data).
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Figure 5.22. Phase-space plots of the downstream data sample.

Figure 5.23. Phase-space plots of the upstream MC recon sample.
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Figure 5.24. Phase-space plots of the downstream MC recon sample.

The plots of the transverse and longitudinal density versus average beam ra-

dius (the fourth root of volume) in data and simulation (MC recon) are shown in

Figures 5.25a, 5.25b, 5.26a, and 5.26b; these plots are obtained using the KDE tech-

nique and the MC volume calculation routine (explained in Sections 3.2 and 4.3). In

the transverse plane, the density of each muon is estimated in the 4D phase space,

and contours (a total of 1000 contours are formed) of constant density are found

using the MC volume calculation technique. The density of each contour is then

is plotted against the fourth root of the volume. The error bars in Figures 5.25a,

5.25b, 5.26a, and 5.26b are obtained by dividing up the upstream and downstream

muon samples into 10 subsamples of about 7000 muons each and taking the standard

deviation of the 10 subsample estimated densities at each beam radius. Both data

and MC recon distributions shown in Figures 5.25a, 5.25b, 5.26a, and 5.26b display

transverse beam cooling and longitudinal beam heating. Cooling is the result of the

migration of muons from the beam periphery to the beam core. As shown in Fig-
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(a)

(b)

Figure 5.25. Contour density versus the average beam radius in the transverse plane (upper
plot) and longitudinal plane (lower plot) in data; the increase in the beam core density
in the transverse plane and decrease in density in the longitudinal plane are the expected
beam cooling signals with a wedge absorber.
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(a)

(b)

Figure 5.26. Contour density versus the average beam radius in the transverse plane (upper
plot) and longitudinal plane (lower plot) in MC recon; the increase in the beam core
density in the transverse plane and decrease in density in the longitudinal plane are the
expected beam cooling signals with a wedge absorber.
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ures 5.21–5.24, the upstream MC recon distribution occupies a larger volume than

the upstream data distribution. This causes discrepancies in the density estimates

and transmission (87% in data and 82% in MC recon). In addition, the MC recon

emittance is farther from the equilibrium, which leads to a larger increase in density.

In the longitudinal plane the kernel density estimator estimates the density in the

one-dimensional energy phase-space (MICE in its final configuration did not have an

RF cavity; for this reason, the longitudinal motion in this thesis is described using

the energy coordinate); the constant density contour reduces to a constant density

value, and the volume is the energy that corresponds to that density. As a cross-

check, the longitudinal density versus the average beam radius is compared with the

energy distributions shown in Figures 5.20a and 5.20b. The distribution plots (in

agreement with the longitudinal density versus beam radius plots) display heating

in the longitudinal plane (broadening of the energy distribution from upstream to

downstream of the wedge absorber). This, combined with the cooling effect in the

transverse plane is a demonstration of the reverse emittance exchange effect: 19%

transverse core density increase and 29% longitudinal core density reduction in data

(29% transverse core density increase and 38% longitudinal core density reduction in

MC recon).

5.3 Summary

MICE simulated and experimental data for two absorber configurations (flat

and wedge–shaped absorbers) were studied. KDE was used to estimate the phase-

space distributions at the upstream and downstream tracker reference planes. The

phase-space density information was used to compute the volume of a given con-

stant density contour in 4D phase space using the Monte Carlo volume calculation

technique. The contour density values (a total of 1000 contours) were then plotted

against the fourth root of the contour volumes (average beam radii) to analyze the
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beam behavior in the transverse and longitudinal planes for the LiH and the wedge

absorber datasets. An increase in the transverse contour density at low beam radii

(beam core) was observed as a signal of transverse beam cooling. A reduction of lon-

gitudinal core density was observed as a signal of longitudinal heating. In addition,

the wedge-shaped absorber was observed to introduce dispersion into the beam and

demonstrate reverse emittance exchange: transverse beam cooling and longitudinal

heating due to the beam acquiring dispersion downstream of the absorber.



134

CHAPTER 6

CONCLUSIONS AND SUMMARY

The kernel density estimation (KDE) technique estimated the density without an

assumption about the functional form of the data; each data point got to “speak

for itself” when the distribution of the underlying dataset was being estimated. The

KDE technique was applied to the experimental data collected with different absorber

configurations in the Muon Ionization Cooling Experiment experiment (MICE). The

single–particle measurement approach in MICE enabled each muon to contribute to

the beam cooling signal; this combined with the power of the KDE technique led to a

detailed understanding of the MICE cooling signal, including the migration patterns

of each muon as the muon beam traversed a LiH or a wedge absorber.

In addition to MICE experimental data, the KDE technique was applied to

various simulated beam distributions. The performance of the KDE technique was

first studied in a simulated quadrupole focusing channel, where (per Liouville’s the-

orem) in the absence of material, the estimated density was conserved. It was then

applied to a simulated beam distribution traversing a matched solenoidal channel us-

ing a so–called MICE “baseline lattice”; all the magnets were operating at nominal

currents, and a flat LiH absorber was placed in the channel. No muon transmission

loss was present in this particular cooling channel, and using the KDE technique,

transverse beam cooling was demonstrated in the form of an increase in the beam

core phase-space density and reduction in the beam core phase-space volume. Then,

the KDE technique was used to estimate the density of a muon beam traversing a

simulated lattice where the magnet coil currents deviated from those of the “baseline

lattice”: the matching coils downstream of the flat LiH absorber were turned off,

causing the beam distribution to become mismatched at the exit of the absorber and
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the muon transmission loss to drop below 90%. The same types of studies were done

for a simulated cooling channel containing a polyethylene wedge–shaped absorber. A

wedge absorber was capable of exchanging the transverse and longitudinal planes. A

simulated muon beam distribution traversing the wedge absorber was studied, and

both direct and reverse emittance exchange were observed in simulation.

In Chapter 5, the kernel density estimator was applied to MICE experimental

data for two absorber configurations: flat and wedge–shaped absorbers. The phase-

space distributions at the upstream and downstream tracker reference planes were

estimated. In addition, the volume inside a given constant density contour in 4D

phase space was computed using the Monte Carlo volume calculation approach. The

computed phase-space volume information was then used in calculating the average

beam radii of each phase-space contour. The contour density values were then plotted

against the average beam radii to analyze the beam behavior in the transverse and

longitudinal planes for the flat LiH and the polyethylene wedge absorbers. In the

case of the flat LiH absorber, transverse beam cooling was observed resulting in a

12% increase in the transverse density at low beam radii (beam core). A reduction

of longitudinal core density of 14% was also observed indicating longitudinal heating.

In the case of the wedge-shaped absorber, the beam was observed to acquire position-

energy correlation as a sign of reverse emittance exchange: the transverse core density

increased by 19% and the longitudinal core density reduced (heating) by 29%.

Transverse muon ionization cooling as demonstrated using the KDE technique

is essential to a future neutrino factory. In addition to cooling in the transverse direc-

tion, muon collider needs longitudinal cooling; this leads to a muon collider scheme

which consists of a number of flat and wedge-shaped absorbers present in the cooling

channel. One of the main challenges of such muon collider scheme, however, is that

the muon bunches become shorter than necessary for the required high-luminosity.
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The solution to this is the reverse emittance exchange which has been demonstrated

in this thesis via the novel application of the kernel density estimation technique to

the MICE data.
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